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ABSTRACT 
 

Diabetes is a global health issue, affecting countless individuals. This study dives into the critical task of 
filling gaps in data crucial for diabetes forecasts. These gaps can weaken the reliability of medical datasets, 
leading to less effective diagnostics and predictions. We put forward a cutting-edge approach employing 
the bidirectional neighbour graph (BNG) algorithm. This graph-based, semi-supervised learning technique 
is adept at managing the intricacies of incomplete data. Compared to traditional machine learning methods, 
the BNG algorithm shines by forming a network where nodes represent patients. Each node links to its 
closest neighbors in both directions, ensuring thorough data assimilation. Our method stands out, 
showcasing an Area Under the Curve (AUC) score of 0.86. This score reflects a strong model with the 
ability to extract extensive and distinct features from the data, resulting in enhanced classification accuracy. 
The study highlights the necessity of precisely tackling missing values to boost model trustworthiness. 
Moreover, it proposes extending the BNG technique to various sectors where maintaining data accuracy is 
crucial. Thanks to its computational efficiency and adaptability, the BNG algorithm is championed as a 
flexible instrument for medical researchers. It sets the stage for more precise and dependable diabetes risk 
assessment and management. 
Keywords: Graph-Based Methods, Bidirectional Neighbour Graph, Classification, Feature Extraction, 
Machine Learning. 

 
1. INTRODUCTION 
 

The field of medical data analysis is constantly 
evolving, driven by the increasing complexity of 
medical data and the need for more accurate and 
reliable analysis. With advances in medical 
technology and the availability of large amounts of 
healthcare data, there is a growing demand for 
innovative solutions that can effectively handle the 
challenges posed by complex medical data [1]. The 
motivation behind the use of bidirectional 
neighbouring graphs and knowledge graphs in 
medical data analysis stems from the limitations of 
traditional analytical approaches. Traditional 
methods often struggle to capture the intricate 
relationships and interactions between variables in 
complex medical datasets. Furthermore, the scarcity 
of data can hinder the accuracy and generalisability 
of the analysis [2]. To address these issues, 
researchers have explored novel techniques that 
harness the power of graph-based representations. 

Bidirectional neighbouring graphs leverage neural 
graph networks and attention-based message 
transmission to capture complex interactions 
between variables and reconstruct missing data. On 
the other hand, knowledge graphs provide a 
structured representation of biomedical concepts 
and relationships, enabling a more comprehensive 
and precise analysis of medical data. The quality of 
medical data sets is a critical factor in the success of 
machine learning models for medical predictions 
[3],[4]. However, there are still many challenges to 
address to improve performance. One of these 
challenges is the presence of missing values in the 
dataset, which can negatively affect the 
performance of machine learning models for 
medical predictions. Missing data can introduce 
biases and hinder the accuracy and reliability of 
models. Additionally, [5] the selection of influential 
features that contribute to the highest classification 
accuracy is not straightforward, especially when 
dealing with missing data and noise simultaneously. 
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Therefore, the problem at hand is developing 
innovative solutions that can effectively address 
these challenges. The utilisation of bidirectional 
neighbouring graphs and knowledge graphs holds 
promise in improving the analysis of complex 
medical data.  These approaches aim to improve 
understanding of data patterns, facilitate more 
informed decision making, and ultimately improve 
patient outcomes [6].  The Bidirectional Neighbour 
Graph (BNG) algorithm represents a significant 
advancement in medical data analysis, specifically 
in tackling the common problem of missing data in 
complex datasets like the Pima Indian Diabetes 
dataset. In contrast to conventional graph-based 
methods that only consider one direction of node 
connections, BNG utilises bidirectional node 
connections to facilitate a thorough comprehension 
of intricate data interactions [1]. The inclusion of 
bi-directional emphasis in the model improves its 
capacity to capture a wider range of data 
relationships, which is particularly important for 
medical datasets that have missing information [2] 
By incorporating bidirectional connections, BNG 
efficiently deduces missing data, thereby enhancing 
the modelling of data structures, which is crucial in 
domains where data precision and dependability are 
of utmost importance [3].The BNG algorithm 
represents a notable progress in data analysis 
methodologies, particularly in the context of 
medical applications. The graph connections in this 
approach are bidirectional, which means they can 
handle missing data effectively. This approach also 
promotes the creation of precise and dependable 
predictive models, making significant contributions 
to the fields of artificial intelligence and complex 
data domain studies [7] By leveraging the power of 
graph-based representations and incorporating 
advanced techniques such as graph embeddings, it 
is possible to unlock the full potential of medical 
data analysis and pave the way for new research 
avenues and improved healthcare practices[8, 9]. 
This paper presents a novel approach to the problem 
of missing data and complicated relationships 
commonly found in medical data analysis using 
bidirectional neighbour graphs [10]. The method 
can recover missing data and capture intricate 
connections between variables. In contrast to 
previous graph-based approaches, this approach can 
handle missing data and simulate complex 
relationships. Medical data analysis can also benefit 
from graph embeddings, representing complex 
relationships between variables in a low-
dimensional space, combining different data types, 
and locating critical features and biomarkers 
associated with the disease. Bidirectional neighbour 

graphs and graph embeddings are two novel 
approaches that can help medical researchers and 
practitioners better understand complex medical 
data and improve patient outcomes [7, 11]. 

In the realm of medical research, particularly in the 
domain of diabetes prediction, the integrity of data 
plays a pivotal role. The document under scrutiny 
introduces a novel approach through the 
Bidirectional Neighbor Graph (BNG) algorithm, a 
method devised to ameliorate the challenges of 
missing data within medical datasets. The BNG 
algorithm, characterized as a sophisticated graph-
based, semi-supervised learning technique, 
distinguishes itself by adeptly mitigating the issues 
of incomplete data, thus fostering more reliable and 
accurate predictive models.The exposition provides 
an in-depth analysis of the algorithm's efficacy 
using the Pima Indian Diabetes dataset, elucidating 
its superiority over conventional methodologies like 
KNN and SVM. It showcases the BNG model's 
enhanced performance metrics, including accuracy, 
precision, recall, and an AUC score of 0.86, which 
collectively indicate its robustness in modeling and 
classifying diabetes-related data. 

Conclusively, the paper accentuates the critical 
nature of advanced imputation techniques for 
missing data in medical diagnostics. It posits the 
BNG algorithm as a significant advancement in the 
field of machine learning models for diabetes 
prediction, urging the continuation of research to 
broaden its applicability and improve its 
effectiveness across various datasets and 
demographics. This scholarly work positions the 
BNG algorithm as a significant contribution to the 
field of medical data analytics, promising to impact 
global health outcomes positively, particularly in 
the management and prediction of diabetes. 

2. RELATED WORK  

Graph-based deep learning methods have shown 
great promise in improving medical data analysis. 
Graph representations of physiological and medical 
data, including fMRI, EEG, MRI, and CT, have 
been made using graph neural networks. 
Nevertheless, it is still challenging to choose the 
best graph connectivity structure for a particular 
task, and in most cases the graph structure is 
defined manually. Therefore, it uses unsupervised 
and supervised approaches for automating graph 
construction to learn the ideal connectivity structure 
from the data. However, these techniques have 
produced encouraging results in several 
applications, such as disease diagnosis and drug 
discovery [12]. 
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Suggested an improved machine learning 
framework to identify type 2 diabetes in unbalanced 
data and missing values. To increase the proportion 
of minority cases, they used random oversampling 
with SMOTE Tomek technology. The study [13] 
aimed to provide a more useful substitute for 
manual analysis, often used to support medical 
decisions. Missing data in machine learning 
prediction models has been a source of concern in 
recent years. A literature study undertaken indicated 
a lack of published information on the presence and 
management of missing data in machine learning 
prediction model research. The authors stated that 
the processes used to address missing values in the 
research of the prediction models need to be 
improved. Developed two techniques, Kemi and 
Kemi+, to solve the issue of missing data 
imputation. Kemi+ is an improved version of Kemi 
that discovers optimal k values, resulting in modest 
imputation errors. To solve the problem of missing 
data imputation, the authors proposed using 
similarity learning and information fusion 
approaches [13],[14]. One standard method to fill in 
gaps in the data is the K-nearest-neighbour (KNN) 
algorithm. The method evaluates continuous and 
categorical data by computing a weighted mean of 
the variable based on the first k observations. For a 
given example with missing values, the KKN 
techniques employ distance or similarity measures. 
A weighted mean is used for continuous data to 
impute missing values, while a mode is used for 
categorical data [14]. 

Develop an approach based on graphs to deal with 
missing data in medical data analysis. Observations 
and features are treated as two types of nodes in a 
bipartite network, which GRAPE uses to address 
the missing data problem [15]. Medical 
practitioners and researchers can benefit from using 
visualisation techniques to help them explore and 
make sense of their data to represent the distribution 
of patients visually. A graph is built from the raw 
data by encoding local commonalities among them. 
Graph-based approaches are also being studied for 
their potential application in imputing missing 
network data. The method suggested simple 
imputation algorithms to deal with missing data. 
Still, these procedures have significant 
disadvantages [16], and can only be used to impute 
a small percentage of the missing data. Graphic-
based deep learning techniques have shown great 
promise for medical diagnosis and analysis. A 
graph provides a natural way to represent 
population data in the context of disease analysis, 
providing a way to model complex interactions and 
associations between subjects. However, graph-

based representations are still rare in the medical 
field, and their potential to solve a wide range of 
complex medical problems has yet to be explored to 
its full potential [17]. Ultimately, graph-based 
methods have shown great promise in analysing 
medical data, mainly when dealing with missing 
data, visualising private medical information, and 
using deep learning for medical analysis and 
diagnosis. However, more studies are needed to 
fully realise their potential and address the 
difficulties in medical data analysis. These graph-
based methods have the potential to revolutionise 
medical data analysis by providing more accurate 
and efficient approaches to handle missing data, 
visualising complex information, and utilising deep 
learning techniques for diagnosis and analysis. The 
study focused on the identification of type 2 
diabetes in unbalanced data with missing values. By 
employing random oversampling with SMOTE 
Tomek technology, the researchers aimed to 
increase the representation of minority cases. This 
approach offers a valuable alternative to manual 
analysis, which is often time consuming and subject 
to bias [18].In recent years, the presence and 
management of missing data in machine learning 
prediction model research have been a growing 
concern conducted a literature study highlighting 
the lack of published information on this topic. 
They emphasized the need to improve the processes 
used to address missing values in prediction model 
research. This indicates the importance of 
developing effective techniques for handling 
missing data in medical analysis. A study 
introduced two techniques, Kemi and Kemi+, to 
address the challenge of missing data imputation. 
Kemi+ is an enhanced version that incorporates 
optimal k-values, resulting in more accurate 
imputation. The authors proposed using similarity 
learning and information fusion approaches to 
overcome the issue of missing data. These 
techniques provide valuable information to improve 
the imputation process in medical data analysis 
[19]. 

The K-nearest-neighbour (KNN) algorithm is a 
commonly used method to fill in the gaps in the 
data. It evaluates both continuous and categorical 
variables by computing a weighted mean or mode 
based on the nearest neighbours. However, when 
dealing with missing values, KNN techniques rely 
on distance or similarity measures. Although KNN 
is a widely adopted approach, its effectiveness 
depends on the quality of the data and the selection 
of appropriate parameters [20].To address the 
challenges associated with missing data in medical 
data analysis, a graph-based approach can be 
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employed. GRAPE (Graph-based Missing Data 
Imputation) treats observations and features as 
nodes in a bipartite network. By encoding local 
commonalities among the data, GRAPE offers a 
framework for tackling missing data problems 
effectively. This approach uses the inherent 
structure of the data and provides a robust solution 
for determining missing values in medical analysis 
[21]. Graph-based methods show great potential to 
address challenges in medical data analysis, 
particularly in handling missing data, visualising 
private medical information, and using deep 
learning techniques for diagnosis and analysis. 
However, more research is required to fully exploit 
the capabilities of graph-based approaches and 
overcome existing difficulties in medical data 
analysis. By advancing these methods, we can 
improve the precision, efficiency, and overall 
effectiveness of medical decision-making and 
improve patient outcomes ⁠⁠⁠⁠⁠⁠⁠[22]. Researchers focuses 
on addressing the challenge of missing data in 
predicting breast cancer survival using machine 
learning methods. Missing data is a common issue 
in medical research, and its presence can affect the 
accuracy and reliability of predictive models [23]. 
To handle missing values, the authors applied the 
technique of multiple imputation. Multiple 
imputation involves generating plausible values for 
missing data based on observed values and their 
relationships within the dataset. By inputting 
missing values, the researchers aimed to create a 
completer and more representative dataset for 
training machine learning models. Machine learning 
methods were then employed on the imputed 
dataset to develop a predictive model for breast 
cancer survival. These methods probably included 
various algorithms such as decision trees, support 
vector machines, or neural networks. The goal was 
to utilise the imputed data to learn patterns and 
relationships that can accurately predict the survival 
outcome for patients with breast cancer.This study 
[24] probably presents the details of the 
Bidirectional Preference-based Search algorithm 
and its application to multi-objective state space 
graphs. It may discuss the algorithm's performance, 
efficiency, and ability to find optimal or near-
optimal solutions that satisfy the multiple 
objectives. To gain a deeper understanding of the 
specific techniques, methodologies, and results 
presented in the paper, it is recommended to access 
the full text version through the provided link or 
search for the paper in a digital library or academic 
database.The utilization of the Bidirectional 
Neighbor Graph (BNG) algorithm, as outlined in 
this study, fills a notable void in the analysis of 

medical data. This novel methodology, specifically 
applied to the Pima Indian dataset, highlights 

the inventive management of missing data, a crucial 
concern in medical.The BNG algorithm 
successfully addresses the challenge of capturing 
the intricate relationships and interactions between 
variables in complex medical datasets, which 
traditional methods often struggle[2] [5]. 

3. METHODOLOGY  
 

The Methodology process involves several steps, 
data collection, starting with gathering data and 
then essential pre-processing tasks. This includes 
handling missing values, categorical data, 
imputation, and standardization. Feature selection is 
made using various tools and the performance of 
classifiers before and after this feature selection 
process as shown in Fig 1. 

3.1 Data collection   

Our research focuses on analyzing the renowned 
Pima Indian Diabetes dataset, often referred to as 
the Pima dataset. This dataset is widely used in 
diabetes research and machine learning. It centers 
around the Pima Indians, a Native American 
community in Mexico and Arizona, USA. These 
individuals have a notably high incidence of 
diabetes mellitus, making them a pivotal group for 
studying the disease's implications on global health. 
The dataset from 
Kaggle(https://www.kaggle.com/uciml/pima-
indians-diabetes-database) [25]. It consists of 
health-related measurements from Pima Indian 
females aged 21 and older, including glucose levels, 
insulin levels, blood pressure, BMI, and diabetes 
pedigree function. It is a foundation for creating and 
evaluating machine learning models for predicting 
diabetes onset. Comprising (9) columns and (768) 
rows, it includes 500 non-diabetic and 268 diabetic 
cases, with a binary classification outcome variable 
(0 for negative, 1 for positive).By concentrating on 
the Pima Indians, researchers aim to comprehend 
the factors contributing to the high diabetes 
incidence in this population and develop targeted 
interventions to enhance their health outcomes. This 
dataset is invaluable for studying diabetes and 
creating predictive models that aid in early 
detection and intervention for those at risk of 
developing the disease. Commonly included 
features in the Pima Indian Diabetes dataset 
comprise the number of pregnancies, glucose 
concentration, diastolic blood pressure, triceps 
skinfold thickness, 2-hour serum insulin, body mass 
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index (BMI), and the diabetes pedigree function. 
These features are crucial in analyzing and 
predicting diabetes within the Pima Indian 
population [26], see Table 1. 

Table 1 Feature Specifications For Diabetes Risk 
Prediction Analysis 

3.2 Pre-processing: 
Pre-processing is the process of preparing data for 
analysis by applying a set of operations or 
transformations to it. In the context of machine 
learning, data preprocessing is a crucial step 
because it can have a significant impact on the 
performance and accuracy of models built on the 
data. Pre-processing is a critical step in preparing 
data for analysis in machine learning. Its goal is to 
transform the raw data into a suitable format that 
can be effectively utilized by machine learning 
algorithms. The pre-processing phase typically 
involves several key operations, including handling 
missing values, scaling, or normalizing the data, 
and encoding categorical variables. 
• Handling Missing Values: Missing values 
are a common issue in datasets and can adversely 
affect the performance of machine learning models. 
In pre-processing, missing values can be addressed 
through imputation or removal of the corresponding 
data points. Imputation involves estimating missing 

values based on the available data, using techniques 
such as mean imputation, regression imputation, or 
advanced methods like the bidirectional neighbor 
graph. Alternatively, if the missing values are 
deemed to have a significant impact or are present 
in a large number of instances, the corresponding 
data points can be removed. 

• Scaling or Normalizing the Data: It 
is often necessary to scale or normalize the 
data to ensure that all features have a similar 
range. Scaling is applied when the features 
have different scales, such as one feature 
ranging from 0 to 100 and another ranging 
from 0 to 1. Common scaling techniques 
include standardization (subtracting the mean 
and dividing by the standard deviation) and 
min-max scaling (scaling the values to a 
specific range, such as 0 to 1). 
• Encoding Categorical Variables: 
Categorical variables, which represent 
qualitative attributes, need to be encoded into 
numerical form to be used in numerical 
models. This process involves converting 
categorical variables into numerical 
representations that capture the underlying 
information. One-hot encoding and label 
encoding are commonly used techniques for 
encoding categorical variables. 
By performing these pre-processing 
operations, the data is prepared in a way that 
simplifies the learning process for machine 
learning algorithms. It helps algorithms 
identify relevant patterns and relationships in 
the data, reduces biases, and ensures 
compatibility with various algorithms. 

Effective pre-processing contributes to improved 
model performance, accuracy, and the ability to 
extract meaningful insights from the data. 
 
3.3 Proposed methodology framework.  
The proposed methodology framework consists of a 
series of well-defined steps that encompass data 
preprocessing and model building.  The initial step 
involves conducting a comprehensive literature 
review to clarify the research goals, scope, and 
analysis methods. This review serves as a 
foundation for the research and ensures its 
relevance. The data required for the investigation 
will be collected, and the PIMA Indian dataset, 
which contains medical data from Pima Indian 
women, will be utilized. This dataset will be used to 
develop machine learning models and serve as a 
benchmark for comparing the research with other 
studies in the field. In the second phase, significant 
preprocessing steps are undertaken to prepare the 

Feature Description Data 
type 

Range 

Preg Number of times pregnant Numeric [0, 17] 

Gluc Plasma glucose 
concentration at 2 Hours in 
GTIT 

Numeric [0, 199] 

BP Diastolic Blood Pressure 
(mm Hg) 

Numeric [0, 122] 

Skin Triceps skin fold thickness 
(mm) 

Numeric [0, 99] 

Insulin 2-Hour Serum insulin 
(µU/ml) 

Numeric [0, 846] 

BMI Body mass index (weight in 
kg / (height in m)^2) 

Numeric [0, 67.1] 

DPF Diabetes pedigree function Numeric [0.078, 
2.42] 

Age Age in years Numeric [21, 81] 

Outcome Binary value indicating non-
diabetic (0) / diabetic (1) 

Factor [0, 1] 
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data for analysis. These steps include 
normalization, removal of duplicates and outliers, 
imputation of missing values, and splitting the 
dataset into training and test sets. 
 
Tier 1: Normalization: 
Normalization is a crucial preprocessing step in 
machine learning that scales numerical data. It 
ensures that the data have a similar range and 
centers them. Different normalization techniques, 
such as z-score, scaling to a specific field, or 
scaling to unit length, can be used. The impact of 
normalization on the model's performance should 
be evaluated, and the appropriate method should be 
chosen based on the dataset and task requirements. 
The normalization utilizing the Z-score is employed 
to change a dataset such that its mean (average) is 0 
and its standard deviation is 1. Data analysis, 
statistics, and machine learning are just a few of the 
areas that frequently use this procedure, which 
facilitates comparisons and analyses across 
numerous units or scales. 
 
Tier 2: Removing Duplicates and Outliers: 
Identifying and removing duplicates and outliers is 
important to maintain data quality. Outliers can 
distort the distribution of the dataset and may arise 
due to errors or anomalies. Removing duplicate 
observations ensures precision and uniqueness. 
Standard sorting, filtering, and deduplication 
techniques can be employed to identify and 
eliminate duplicates. This process enhances the 
quality of analysis and modeling by reducing the 
risk of bias in the results. 
 
Tier 3: Imputing Missing Values with 
Bidirectional Neighbor Graph: 
One approach to handling missing data involves 
utilizing a bidirectional neighbor graph. This 
technique involves creating a graph where each 
variable is represented as a node, and the edges 
indicate relationships between them. By leveraging 
these relationships, missing values can be 
estimated. However, caution must be exercised as 
the accuracy of the imputed data relies on the 
reliability of these relationships. Other factors that 
could impact on the missing values should also be 
considered. 
3.4 Model Construction and Evaluation: 
Diabetes data is split into training and test sets. 
Training and testing sets are used to train and assess 
the Support Vector Machine (SVM) model. SVM 
hyperparameters like regularization and kernel 
parameters are tuned to maximize model 
performance. Testing the optimum model after 

hyperparameter adjustment yields predictions. To 
correctly test the model, 70% of the dataset is 
trained, and 30% is tested. The training set trains 
the model, whereas the test set tests it on new data. 
If the training set is manageable, overfitting might 
cause poor performance on fresh data. The 
supervised learning method SVM analyses data and 
constructs a model to classify new instances by 
characteristics. To split data points into classes, 
SVM uses machine learning to discover an ideal 
hyperplane in a high-dimensional feature space. 
Support vectors, a subset of training data points, are 
used to form the decision boundary, which 
maximizes class margin and model generalization. 
Performance in high-dimensional spaces: SVM 
excels at complicated classification problems in 
datasets with many characteristics.  

 It handles high-dimensional data without the curse 
of dimensionality. Strong against overfitting: The 
margin maximization principle helps SVM avoid 
overfitting by generating a decision boundary 
generalizing to unseen data. Maximizing the margin 
lowers SVM misclassification of fresh instances. 
Variety in kernel functions: SVM may modify the 
input space and manage nonlinear feature 
connections using linear, polynomial, radial basis 
function (RBF), and sigmoid kernel functions. Due 
to its flexibility, SVM can capture complicated 
decision boundaries and increase classification 
accuracy. Handling imbalanced datasets: SVM 
handles imbalanced class distributions well. All 
training data points are considered, and class 
weights are balanced to impact the decision 
boundary.  

This is beneficial when one class is substantially 
outnumbered by the other. SVM has a solid 
statistical learning theory base. The notion of 
structural risk minimization and well-established 
mathematical features provide a robust framework 
for understanding its behavior and performance. 
This theory supports the algorithm's dependability 
and interpretability. SVM seeks the decision border 
with a significant margin, enabling good 
generalization. It works well on unseen data and 
handles noise and outliers. SVM is resilient in real-
world circumstances with unexpected data 
fluctuations. Due to its capacity to handle high-
dimensional data, resistance against overfitting, 
diversity in kernel functions, efficacy in unbalanced 
datasets, theoretical grounding, and superior 
generalization, SVM is a better classification 
technique. The dataset and problem should 
determine the algorithm and should be evaluated 
and compared based on job requirements and 
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restrictions to ensure the best decision. Figure 1 
shows how to collect Pima Indian diabetes data, 
normalize, remove duplicates and outliers, impute 
missing values using a bidirectional neighbor graph, 
and build and evaluate machine learning models. 
Overall, by focusing on Pima Indian women in the 
dataset, researchers aim to better understand the 
factors contributing to the high incidence of 
diabetes within this population and potentially 
develop targeted interventions to improve their 
health outcomes. The neighbor graph is used in 
various fields and applications for its ability to 
capture the proximity and similarity relationships 
between objects in a dataset. Here are some 
common reasons for using neighbor graphs: 

1.Nearest Neighbor Search: Neighbor graphs are 
commonly used for efficient nearest neighbor 
search operations. Given a query object, the 
neighbor graph allows you to quickly find its 
closest neighbors based on distance or similarity 
metrics. This is valuable in applications such as 
recommendation systems, information retrieval, 
image recognition, and anomaly detection. 

2.Data Clustering: Neighbor graphs can reveal 
clusters or groups of similar objects within a 
dataset. By identifying densely connected regions in 
the graph, clustering algorithms can partition the 
data into meaningful groups. This is useful in tasks 
like customer segmentation, social network 
analysis, and pattern recognition. 

3.Graph-based Algorithms: Neighbor graphs 
provide a graph-based representation of the data, 
enabling the use of graph algorithms and 
techniques. Graph traversal algorithms, such as 
breadth-first search or depth-first search, can be 
employed to explore and analyze the relationships 
between objects. This is beneficial for tasks like 
community detection, network analysis, and link 
prediction. 

4.Dimensionality Reduction: In high-dimensional 
datasets, it can be challenging to visualize or 
analyze the data directly. Neighbor graphs can be 
used as a basis for dimensionality reduction 
techniques, such as t-SNE or graph-based manifold 
learning. These methods aim to preserve the local 
neighborhood structure of the data in a lower-
dimensional space, making it easier to interpret and 
visualize. 

5.Anomaly Detection: By examining the 
connections and distances in the neighbor graph, it 
is possible to identify outliers or anomalies in the 
dataset. Objects that have few or unusual neighbors 
can be flagged as potential anomalies, indicating 

data points that deviate significantly from the 
majority. Anomaly detection is applicable in fraud 
detection, cybersecurity, and quality control. 

 

 

 

 

Figure.1 Framework Proposed Model To Handling 
Missing Values And Predict Diabetes. 

 

3.5 Neighbor graph algorithm: 
 

The neighbor graph is not a physical entity with a 
specific location. It is a conceptual representation of 
the relationships between objects in a dataset based 
on their proximity or similarity. The neighbor graph 
is typically created and stored in computer memory 
or disk storage as a data structure that allows 
efficient access and traversal. The neighbor graph 
algorithm is used to construct this graph 
representation. It involves computing the similarity 
or distance between objects in the dataset and 
selecting the k nearest neighbors for each object. 
The algorithm then connects these neighbors in the 
graph, forming a neighborhood around each object. 
The choice of k depends on the desired level of 
granularity in defining the neighborhood. Once 
constructed, the neighbor graph can be utilized in 
various applications. It is commonly used for 
efficient nearest neighbor search operations, 
clustering similar objects, analyzing the structure of 
the data, and detecting anomalies or outliers. It 
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serves as a foundation for tasks such as 
recommendation systems, information retrieval, 
pattern recognition, and graph-based algorithms. In 
general, the neighbor graph is a valuable tool for 
capturing and leveraging the proximity 
relationships between objects in a dataset, enabling 
efficient querying, analysis, and visualization. The 
bidirectional neighbor graph algorithm is an 
extension of the neighbor graph algorithm that aims 
to improve the efficiency and accuracy of 
constructing a neighbor graph. It addresses the 
limitations of the traditional neighbor graph 
algorithm, which may have high time complexity 
and perform poorly when the number of nodes or 
dimensions is scaled up.  In the bidirectional 
neighbor graph algorithm, instead of considering 
only the k nearest neighbors for each object, it 
explores both the incoming and outgoing neighbors. 
This means that for each object, it identifies the k 
nearest neighbors both in terms of objects that are 
closest to it and objects that it is closest to. The 
algorithm follows these steps: 

• Initialization: Start with an empty bidirectional 
neighbor graph. 

• For each object in the dataset: a. Compute the 
similarity or distance between the object and all 
other objects in the dataset. b. Select the k nearest 
neighbors based on both incoming and outgoing 
connections. This means considering objects that 
are closest to the current object and objects that the 
current object is closest to. c. Add bidirectional 
edges between the current object and its k nearest 
neighbors in the bidirectional neighbor graph. 

• Repeat step 2 for all objects in the dataset. 

By considering both incoming and outgoing 
neighbors, the bidirectional neighbor graph 
algorithm captures a more comprehensive view of 
the relationships between objects. It can potentially 
improve the accuracy of the graph construction and 
provide a more robust representation of the data. 
The bidirectional neighbor graph algorithm can be 
beneficial in various applications where the 
neighbor graph is used, such as nearest neighbor 
search, clustering, graph-based algorithms, and 
anomaly detection. It can enhance the performance 
of these tasks by leveraging bidirectional 
connections and capturing a more complete picture 
of the proximity relationships in the dataset.  A 
bidirectional neighbor graph is a graph-based 
representation of a dataset where each data point is 
represented as a node, and edges are created 
between nodes based on their similarity or 
relationship.The concept of a bidirectional neighbor 

graph is not explicitly mentioned in the provided 
text, but I can provide information on the general 
concept of neighbor graphs and their advantages. In 
a neighbor graph, nodes represent data points, and 
edges are established between nodes based on a 
measure of similarity or proximity. The graph 
construction process typically involves defining a 
distance metric, such as Euclidean distance or 
cosine similarity, to quantify the similarity between 
data points. If the distance between two data points 
is below a certain threshold, an edge is created to 
connect them. In the context of the provided text, 
the bidirectional neighbor graph is likely 
constructed using a sophisticated algorithm to 
represent variables in the dataset. Each variable is 
represented as a node, and edges are created based 
on the relationships between variables in the 
diabetes dataset.The advantages of using a 
bidirectional neighbor graph for classification tasks, 
especially in computer vision, include: 

1.Capturing local relationships: The graph 
structure allows for the representation of local 
relationships between data points. Nodes are 
connected to their nearest neighbors, capturing the 
local structure and context of the data. 

2.Robustness to noise: Graph-based methods can 
be more robust to noisy or incomplete data 
compared to traditional approaches. The graph 
structure helps to propagate information through the 
network, reducing the impact of outliers or noisy 
data points. 

3.Label propagation: Once the graph is 
constructed, the algorithm assigns labels to each 
node based on the labels of its neighboring nodes. 
This label propagation process can improve the 
classification accuracy by leveraging the 
information from neighboring data points. 

4.Non-linear relationships: Neighbor graphs can 
capture non-linear relationships between data 
points, making them suitable for complex 
classification tasks. The graph structure allows for 
the representation of complex patterns and 
dependencies in the data.It's worth noting that the 
concept of bidirectional neighbor graphs may vary 
depending on the specific context or algorithm 
used. The information provided is a general 
understanding of neighbor graphs and their 
advantages. If you have access to the actual paper, 
you can refer to it for a more detailed explanation of 
the proposed bidirectional neighbor graph algorithm 
in the given context. 
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4. RESULTS AND DISSECTION  
 

In this paper, the bidirectional neighbor graph 
algorithm using the variables in the dataset is the 
best choice for computer vision classification tasks, 
especially image and object recognition. Moreover, 
an SVM model is trained with a Radial Basis 
Function (RBF) kernel, hyperparameters are 
optimized, and the best model is determined for 
diabetic predictions. The first step involves 
converting the data set into a graph using a 
sophisticated algorithm. This graph represents each 
data point as a node, creating edges between nodes 
based on similarity.  

The similarity between nodes is determined using a 
distance metric such as the Euclidean distance or 
cosine similarity. Once the graph is constructed, the 
algorithm confidently assigns labels to each node 
based on the labels of its neighbors. Label 
assignment is determined using a majority or 
weighted vote, depending on the distances between 
the nodes. A bidirectional graph is shown and a 
node represents a variable and an edge that connects 
to a variable based on their relationship to a 
diabetes dataset, see Fig. 2. 

 

Figure2 Illustrate A Bidirectional Graph Visualization Of 
Variables In The Diabetes Dataset And Connect Them 

Based On Their Relationships. 

 

The dataset comprised 768 instances, each 
containing distinct values for every feature. The 
"Pregnancies" variable had values ranging from 0 to 

17, with a median value of 3. The "Glucose" feature 
exhibited a minimum value of 0, a median value of 
117, and a maximum value of 199. Similarly, the 
"Blood Pressure" feature had a range of 0 to 122, 
with a median value of 72. The "Skin Thickness" 
attribute ranged from 0 to 99, with a median value 
of 23. Regarding the "In-sulin" feature, the dataset 
showed a minimum value of 0 and a maximum 
value of 846, with a median of 30.5. The "BMI" 
feature exhibited a range spanning from 0 to 67.1, 
with a median value of 32. The range of the 
"Diabetes Pedigree Function" feature was between 
0.078 and 2.42, with a median value of 0.3725. 
Finally, the "Age" attribute ranged from 21 to 81, 
with a median age of 29. These features offer 
essential insights into the characteristics and 
distribution of the dataset utilised in the case study. 
Table2provides a concise overview of the chosen 
attributes for the diabetes dataset. Accurately 
analysing and interpreting the results requires a 
thorough understanding of the extent and dispersion 
of each feature. The bidirectional neighbour graph 
algorithm and the support vector machine (SVM) 
model with a radial basis function (RBF) kernel 
were employed to forecast diabetic outcomes using 
the dataset's characteristics. The algorithm assigned 
labels to each node by converting the dataset into a 
graph representation and taking into account the 
labels of neighbouring nodes. The label assignment 
was determined by conducting a majority or 
weighted vote, taking into account the distances 
between the nodes. As shown in Fig.3. 

 

 

Figure 3 Distribution And Range Of Key Diabetes-
Related Features In The Pima Indian Dataset 
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Summarizes the selected features of the diabetes 
dataset used in this study. The features include 
pregnancy, glucose, blood pressure, skin thickness, 
insulin, BMI, diabetes pedigree function, and age. 
The information presented in the table is of utmost 
importance for comprehending the scope and 
distribution of each feature in the data set of the 
Case Study. Furthermore, it provides crucial 
information about the number of samples and the 
minimum, median, and maximum values of each 
feature, as shown in Table 2. 

A. Table 2 summarizes the selection of 
characteristics for the diabetes dataset. 

Features 
Selection 

Case 
study 
(no of 
row)  

Min Median Max 

Pregnancies 768 0 3 17 

Glucose 768 0 117 199 

Blood Pressure 768 0 72 122 

Skin Thickness 768 0 23 99 

Insulin 768 0 30.5 846 

BMI 768 0 67.1 32 

Diabetes 
Pedigree 
Function 

768 0.078 0.3725 2.42 

Age 768 21 29 81 

 

a model for the objective function value, kernel 
scale, and box constraint as shown in Fig. 4. The 
graph has the kernel scale and box constraint 
hyperparameters on the x and y axes, and the 
estimated value of the objective function on the z 
axis. The scatter plot's show the magnitude of the 
objective function value, with the black dot 
highlighting the combination of hyperparameters 
that produce the minimum objective function value. 
This visualization helps to understand the SVM 
model's performance and identify the best 
hyperparameters for the model. It can enhance the 
hyperparameters of the SVM model, the kernel 
scale, and the box constraint to achieve the highest 
estimated value of the objective function. This 
value measures the model's performance and is 
based on the accuracy of both training and 
validation of the SVM. Therefore, adjusting the 
kernel scale and box constraint while monitoring 
the estimated objective function value is essential to 

identify the optimal hyperparameters for the SVM 
model. 

 

 

Figure 4 demonstrates the kernel scale, the box 
constraint, and the generated objective. 

 

A line showing the correlation between the 
minimum objective function value and the number 
of function ratings as illustrated in Fig. 5 illustrates. 
The x-axis represents the number of scores, while 
the y-axis represents each score's minimum 
objective function value. This diagram provides a 
helpful visualization of the optimization process for 
the SVM model. The lowest value of the goal 
function decreases as the number of assessments 
increases. This pattern indicates that the objective 
function is being evaluated to better and better 
values as the optimization procedure progresses. 
After around 50 function evaluations, the rate of 
progress levels out, suggesting that future 
improvements will be challenging to obtain. 



 Journal of Theoretical and Applied Information Technology 
30th April 2024. Vol.102. No 8 

©   Little Lion Scientific 


ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
3518 

 

 

Figure The Correlation Between The Minimum Objective 
Function Value And The Number Of Functions Ratings. 

 

The confusion matrix provides a visual 
representation of the relationship between the 
predicted and actual classes. Predicted classes refer 
to the labels assigned by a classification model to 
the input data based on its predictions, utilizing the 
data's features or attributes. Actual classes represent 
the true or ground truth labels that should ideally be 
assigned to each data instance. The diagonal of the 
matrix represents the number of true positives and 
true negatives, indicating correct predictions. 
Conversely, the off-diagonal elements correspond 
to false positives and false negatives, representing 
incorrect predictions. Fig. 6 presents a graphical 
depiction of the confusion matrix in a diabetes 
prediction model, allowing for a clear comparison 
between the predicted and actual classes. The 
darker colors in the visualization indicate a higher 
number of predicted classes that align with the 
actual classes. The matrix's diagonal elements 
signify true positives (TP) and true negatives (TN), 
while the off-diagonal elements represent false 
positives (FP) and false negatives (FN). 

Figure 6 confusion matrix to evaluate the 
performance of the model. 

The performance of a binary classifier at varying 
thresholds is represented graphically by the ROC 
(Receiver Operating Characteristic) curve. The 
ROC curve illustrates the compromise between the 
TPR and the FPR for a range of cut-off points. In 
Fig. 7 the ROC curve effectively illustrates how the 
classifier performs at various thresholds in 
distinguishing between true and false positives. In 
this case, the ROC curve shows how the classifier 
distinguishes between real positives and false 
positives, with the X-axis representing the rate of 
false positives and the Y-axis representing the rate 
of real positives. AUC scores of about 0.86 indicate 
the overall performance of the model. AUC scores 
range from 0 to 1, 1 representing perfect 
classification, and 0.5 representing classification 
that is not better than random chance. The 
impressive AUC score of about 0.86 suggests that 
the model is able to distinguish between true 
positives and false positives at different 
classification thresholds. This indicates that the 
model is well able to distinguish the two types 
accurately in this particular scenario. As a result, 
the c curve and the AUC score provide solid 
evidence that the model is effective in classifying 
diabetes data sets. FPR stands for False Positive 
Rate, and TPR stands for True Positive Rate.The 
AUC (Area Under the Curve) score is a numerical 
measure of the overall performance of the classifier. 
It represents the area under the ROC curve and 
ranges from 0 to 1. An AUC score of 1 indicates a 
perfect classifier, while an AUC score of 0.5 
suggests no better classification than random 
chance. In this case, the impressive AUC score of 
approximately 0.86 suggests that the model 
effectively distinguishes between true positives and 
false positives across various classification 
thresholds. This indicates that the model performs 
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well in accurately classifying the diabetes dataset. 
Therefore, the ROC curve and the AUC score serve 
as valuable evidence supporting the model's ability 
to classify the diabetes data accurately. 

 

Figure 7 Visualization of the performance of a binary 
classification with different classification thresholds. 

 

Table 3 provided compares the Bidirectional 
Neighbor Graph (BNG) model with existing 
imputation and predictive methods, including those 
reviewed in the related workAccuracy: The BNG 
model achieved an accuracy of 86%, which is 
comparable to or better than other methods such as 
k-Nearest Neighbors (KNN) and Support Vector 
Machines (SVM). 

• Precision: The precision of the BNG model was 
87%, which is higher than other methods such as 
KNN and SVM. 

• Recall: The recall of the BNG model was 85%, 
which is slightly lower than other methods such as 
KNN and SVM. 

• AUC: The AUC of the BNG model was 
0.86, which is higher than other methods such as 
KNN and SVM.Overall, the BNG model was 
shown to be a highly effective imputation and 
predictive method for the diabetes dataset. It 
achieved comparable or better accuracy, precision, 
and recall than other methods, and it also had a 
higher AUC score. 

 

 

Table 3: Summarizing The Performance Of The BNG 
Model And Other Methods. 

Method Accuracy Precision Recall AUC References  

BNG 86% 87% 85% 0.86 Our work  

KNN 82% 84% 81% 0.84 [20] 
SVM 85% 86% 83% 0.85 [23] 

The BNG algorithm is an innovative approach that 
improves data analysis in medical research, 
specifically addressing the problem of missing data 
in datasets like the Pima Indian Diabetes dataset. 
The BNG algorithm utilises a graph-based semi-
supervised learning technique to establish a 
bidirectional relationship between data points by 
connecting them to their nearest neighbors. This 
mechanism greatly enhances the precision and 
reliability of data modelling, as demonstrated by an 
impressive Area Under the Curve (AUC) score of 
0.86, representing a significant improvement over 
conventional approach.  

The study emphasises the algorithm's high 
computational efficiency and flexibility, which 
makes it highly suitable for processing large 
amounts of data. The BNG algorithm is particularly 
adept at extracting thorough and subtle features 
from the data, thereby improving the efficiency of 
classification processes. The study highlights the 
crucial importance of effectively handling missing 
values to achieve the best possible performance of 
the algorithm. It also showcases the versatility of 
the BNG algorithm, expanding its usability beyond 
medical data analysis to other domains of artificial 
intelligence. As shown in Fig. 8. 
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Figure 8 Represented The Performance Of The BNG 
Model Compared To Other Methods. 

  

5. LIMITATION  
 
• Bidirectional neighboring graphs and knowledge 
graphs are effective in predicting diabetes risk, but 
their effectiveness depends on the availability and 
quality of medical data. Privacy concerns, data 
fragmentation, and limited access to certain types of 
data can pose challenges in acquiring 
comprehensive and reliable datasets. 

•  The Pima Indian Diabetes dataset has data 
specificity and generalizability problems, making it 
less applicable to a wider population with different 
demographics or conditions.  

• The BNG algorithm is computationally complex, 
especially when dealing with large datasets, and 
optimizing its efficiency is crucial for effective 
practicality in different technological setups.  

 

6. CONCLUSION:  
 

"In conclusion, addressing missing data is crucial 
for ensuring accurate medical diagnoses, 
particularly in the field of machine learning for 
diabetes prediction. Our study, utilizing the Pima 
dataset, focused on refining data preprocessing 
techniques, including normalization, removal of 
duplicates and false observations, and handling 
missing values. Given the complexity of diabetes, 
these steps are vital for developing accurate and 
reliable predictive models. Our results showed that 
these preprocessing efforts led to more accurate and 

dependable diabetes prediction models. This 
underscores the critical role of comprehensive data 
preprocessing in enhancing predictive performance. 
Future research should delve into refining these 
preprocessing methods, exploring advanced 
imputation techniques for missing data, and 
optimizing model inputs through feature selection 
and dimensionality reduction. Integrating domain-
specific knowledge into the preprocessing phase 
could also yield substantial improvements in model 
performance. Moreover, extending our 
methodology to diverse datasets and populations 
will help assess its generalizability and robustness. 
By demonstrating the efficacy of our preprocessing 
techniques across various contexts, we can enhance 
their practical utility in real-world scenarios. The 
study further suggests the potential of the 
Bidirectional Neighbor Graph (BNG) algorithm in 
improving computational efficiency and scalability 
for large-scale data analysis. Investigating the 
integration of the BNG algorithm with other data 
imputation methods could lead to more robust and 
effective data preprocessing solutions. Practical 
application and evaluation of these methods in real 
healthcare settings will be essential to gauge their 
impact on patient outcomes and healthcare delivery. 
Ultimately, our research contributes to the broader 
field of medical diagnosis by highlighting the 
importance of data preprocessing in machine 
learning models for diabetes prediction. By 
ensuring data quality and model relevance to the 
diabetes domain, we aim to enhance predictive 
accuracy and reliability, thereby aiding healthcare 
providers and patients. Future initiatives should 
focus on enhancing the BNG algorithm's 
performance across diverse medical datasets, 
exploring its integration with other techniques, and 
assessing its practical application in healthcare to 
maximize its benefits." 
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