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ABSTRACT 

 
Breast cancer is characterized by the uncontrolled growth of cells in the breast tissue and is a prevalent and 
potentially deadly disease. This type of cancer can manifest in various forms, such as ductal carcinoma in 
situ (DCIS) or invasive ductal carcinoma, and it affects both women and, in rarer instances, men. The 
complexity of breast cancer arises from its heterogeneity, with distinct subtypes having different biological 
behaviours and responses to treatment. Early detection through routine screening, including mammography 
and clinical examinations, significantly improves prognosis and treatment outcomes. The proposed Image 
Augmentation Flemingo Optimization Deep Learning (AFO-DL) method introduces an innovative and 
comprehensive framework for breast cancer detection using medical imaging. This methodology integrates 
three key components: image augmentation, Flemingo Optimization, and deep learning techniques. Image 
augmentation diversifies the training dataset through various transformations, enhancing the robustness of 
deep learning models. Flemingo Optimization introduces a specific optimization strategy tailored to the 
complexities of breast cancer-related tasks. Leveraging artificial neural networks, deep learning methods 
facilitate complex pattern recognition and feature extraction, contributing to improved accuracy in breast 
cancer detection. The AFO-DL framework aims to provide a novel and effective approach for advancing 
the capabilities of deep learning models in breast cancer diagnosis, potentially leading to more accurate and 
reliable outcomes in medical imaging analysis. The comprehensive integration of these elements 
demonstrates the potential of AFO-DL as an impactful tool in the field of medical imaging for breast cancer 
detection. 

Keywords: Augmentation Flemingo, Breast cancer, Deep Learning, Artificial Neural Networks, Image 
Augmentation 

 
1. INTRODUCTION  
 

A lot has changed in the last several years 
regarding breast cancer research, diagnosis, and 
treatment. Advances in research and technology 
have contributed to earlier detection methods, 
leading to improved outcomes for many patients [1-
4]. Personalized medicine has gained prominence, 
allowing for more tailored and targeted treatments 
based on the specific characteristics of each 
patient's cancer. Immunotherapy is a revolutionary 
method that uses the immune system to attack 
cancer cells; it has demonstrated encouraging 
outcomes in certain instances [5-8]. Additionally, 
there has been a growing emphasis on survivorship 
care and addressing the long-term physical and 

emotional effects of breast cancer treatment. 
Awareness campaigns and increased public 
knowledge have encouraged more individuals to 
undergo regular screenings, facilitating early 
detection and intervention [9-11]. While challenges 
persist, such as disparities in access to healthcare 
and the need for continued research, the 
advancements made in recent years reflect a 
positive trajectory in the fight against breast cancer, 
offering hope for improved outcomes and quality of 
life for those affected by this disease [12]. 

When it comes to finding breast cancer 
early on, a number of diagnostic tools are vital. 
Mammography, a low-dose X-ray imaging 
technique, remains a cornerstone for routine 
screening and detecting abnormalities, such as 
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tumors or microcalcifications, often before they are 
palpable [13-16]. In recent years, digital 
mammography and 3D mammography 
(tomosynthesis) have enhanced the accuracy of 
imaging and reduced false positives. Besides 
mammography, breast ultrasound serves as a 
valuable complementary tool, particularly for 
evaluating abnormalities detected through 
mammograms or for imaging dense breast tissue 
[17-20]. Another potent diagnostic tool is magnetic 
resonance imaging (MRI), which provides high-
resolution pictures that help evaluate the size, 
location, and features of tumors. In order to confirm 
the existence of cancer, identify its type, and 
evaluate its aggressiveness, biopsy procedures are 
necessary [21-24]. These procedures include core 
needle biopsy, surgical biopsy, and fine-needle 
aspiration. Analysis of hormone receptors (estrogen 
and progesterone receptors) and human epidermal 
growth factor receptor 2 (HER2), for example, is 
one example of molecular and genetic testing that 
can shed light on the cancer's unique features and 
inform treatment decisions [25]. 

In recent years, there has been a growing 
interest in liquid biopsy techniques, which involve 
analyzing blood for circulating tumor cells or 
genetic material shed by tumors [26]. These less 
invasive methods hold promise for monitoring 
treatment response and detecting early signs of 
cancer recurrence. The ongoing development and 
integration of these diagnostic tools contribute to 
more accurate and personalized approaches in 
diagnosing breast cancer, ultimately improving 
patient outcomes [27]. Image processing techniques 
play a crucial role in the field of breast cancer 
diagnosis, aiding in the analysis and interpretation 
of medical imaging data. Mammography, a primary 
screening tool for breast cancer, generates complex 
images that require advanced processing for 
accurate interpretation. One common technique 
involves computer-aided detection (CAD) or 
computer-aided diagnosis (CADx), where 
algorithms assist radiologists in identifying 
potential abnormalities, such as tumors or 
microcalcifications, on mammograms [28]. 
Moreover, image segmentation techniques are 
employed to precisely delineate and isolate specific 
regions of interest within breast images. This helps 
in characterizing the size, shape, and texture of 
potential lesions, providing valuable information 
for diagnosis and treatment planning [29]. 
Additionally, texture analysis, a method within 
image processing, is utilized to extract quantitative 
features related to the spatial arrangement of pixels 
in breast images, aiding in the differentiation 

between benign and malignant tissues [30].Recent 
advancements in machine learning and artificial 
intelligence have further enhanced image 
processing in breast cancer diagnosis. Deep 
learning algorithms, trained on large datasets of 
mammographic images, demonstrate the capability 
to identify patterns and anomalies with high 
accuracy, potentially assisting radiologists in 
making more efficient and accurate diagnoses [31]. 
The integration of these image processing 
techniques not only contributes to the early 
detection of breast cancer but also facilitates a more 
personalized and precise approach to diagnosis and 
treatment [32]. As technology continues to evolve, 
the synergy between medical imaging and 
sophisticated image processing methods holds great 
promise in improving the efficiency and 
effectiveness of breast cancer diagnostics. 

Despite the immense progress made in 
image processing for the diagnosis of breast cancer, 
numerous obstacles and problems still plague this 
area. One notable concern is the potential for false 
positives and false negatives, which can lead to 
misdiagnoses and unnecessary interventions or, 
conversely, the overlooking of actual cases [33]. 
Achieving a balance between sensitivity and 
specificity in image processing algorithms remains 
a complex task, as the interpretation of subtle and 
diverse features within breast images can be 
inherently challenging. Another critical issue is the 
variability in imaging techniques and equipment 
across different healthcare facilities. 
Standardization of imaging protocols and the 
development of robust algorithms that can adapt to 
diverse datasets are essential to ensure consistent 
and reliable results. Furthermore, addressing the 
issue of breast tissue density, which can affect the 
accuracy of mammographic interpretations, is an 
ongoing challenge. Women with dense breast tissue 
may have an increased risk of both false positives 
and false negatives, emphasizing the need for 
improved imaging methods or additional screening 
modalities. Interpreting dynamic changes in breast 
tissue over time also poses a challenge. While 
imaging technologies can capture a snapshot of 
breast health, incorporating temporal information 
and assessing changes in lesions or tissue 
characteristics can enhance diagnostic accuracy. 
Ethical concerns related to the use of artificial 
intelligence (AI) and machine learning in image 
processing are emerging as well. Issues such as 
algorithm bias, data privacy, and the need for 
transparency and interpretability in AI-based 
systems are critical to address to ensure the 
responsible and ethical deployment of these 
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technologies in breast cancer diagnostics.Despite 
these challenges, ongoing research and 
collaboration between the medical and 
technological communities aim to overcome these 
issues, improving the reliability and accuracy of 
image processing techniques for breast cancer 
diagnosis in the future. 

Deep learning, a subset of artificial 
intelligence, has shown significant promise in 
revolutionizing breast cancer diagnosis. Using 
neural networks that mimic the human brain, deep 
learning algorithms are masters at extracting useful 
information from medical images, especially 
mammograms, which contain complex patterns and 
features. One of the notable applications is in 
computer-aided detection (CAD) and computer-
aided diagnosis (CADx) systems, where deep 
learning models assist radiologists in identifying 
and characterizing potential abnormalities, such as 
tumors or suspicious lesions, on mammographic 
images. These algorithms demonstrate the ability to 
continuously learn and adapt, improving accuracy 
over time as they analyze more data. 

Moreover, deep learning models excel in 
extracting nuanced features from medical images, 
enabling better discrimination between benign and 
malignant tissues. This technology's capability to 
handle vast amounts of data and detect subtle 
patterns contributes to early detection and more 
precise diagnosis . The integration of deep learning 
in breast cancer diagnosis also holds promise in 
addressing challenges related to breast tissue 
density, as these algorithms can learn to interpret 
images with varying tissue compositions. Despite 
these advancements, challenges persist, such as the 
need for large, diverse datasets for training models 
and ensuring generalizability across different 
populations.  considerations regarding 
transparency, interpretability, and bias in deep 
learning algorithms also warrant attention. Many 
are hopeful that deep learning will significantly 
improve the efficiency and accuracy of breast 
cancer diagnostics, leading to better outcomes for 
people afflicted by the disease. Research into this 
area is ongoing. 

The proposed Image Augmentation 
Flemingo Optimization Deep Learning (AFO-DL) 
method makes significant contributions to the field 
of breast cancer detection using medical imaging. 
The integration of image augmentation, Flemingo 
Optimization, and deep learning techniques 
provides a holistic framework for addressing 
challenges in accuracy and efficiency. Image 
augmentation enhances the diversity of the training 
dataset, improving the robustness of deep learning 

models. The introduction of Flemingo Optimization 
offers a tailored optimization strategy for breast 
cancer-related tasks, enhancing the precision of the 
proposed method. Deep learning methodologies, 
specifically artificial neural networks, contribute 
advanced pattern recognition and feature extraction 
capabilities to elevate the accuracy of breast cancer 
detection. The organization of the AFO-DL 
framework reflects a systematic and synergistic 
approach, with each component complementing the 
others to create a cohesive and effective solution for 
breast cancer diagnosis in medical imaging. This 
structured organization ensures that the proposed 
method can be easily understood, implemented, and 
potentially integrated into existing medical imaging 
practices for improved breast cancer detection 
outcomes. 

 
2. RELATED WORKS 

 
Allugunti (2022) investigates the 

possibility of utilizing thermographic images in 
conjunction with deep learning and machine 
learning algorithms to detect breast cancer. For 
multilevel breast cancer image segmentation, Liu et 
al. (2021) aim to optimize the performance of 
differential evolution with the slime mold algorithm 
in order to increase the accuracy of identifying 
cancerous regions within images. By developing 
breast cancer diagnostic models based on 
convolutional neural networks (CNNs), Masud et 
al. (2022) demonstrate how deep learning can 
improve diagnostic accuracy.Abdelrahman et al. 
(2021) offer a thorough overview of the current 
research in breast cancer detection in 
mammography using convolutional neural 
networks, which is a great resource for anyone 
interested in this area. One example of how various 
machine learning techniques can be combined to 
improve diagnostic capabilities is the automated 
breast cancer detection system presented by 
Melekoodappattu and Subbian (2023). This system 
makes use of a hybrid extreme learning machine 
classifier. Digital pathology image analysis is the 
setting for Salvi et al.'s (2021) comprehensive 
review, which evaluates the effects of pre- and 
post-image processing methods on deep learning 
frameworks. 

In their study, Zuluaga-Gomez et al. 
(2021) develop a convolutional neural network 
(CNN) method for using thermal images to 
diagnose breast cancer; in contrast, Sharma et al. 
(2022) focus on using convolutional neural 
networks and learning transfer to classify breast 
cancer images. Using computer-aided diagnosis 
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with mammogram pictures and a thorough 
evaluation of computing methods, Zebari et al. 
(2021) are able to detect breast cancer. Hirra et al. 
(2021) use patch-based deep learning modeling to 
tackle the problem of breast cancer classification 
from histopathological images.When it comes to 
breast cancer detection, Alanazi et al. (2021) 
improve upon using convolutional neural networks, 
and Cai et al. (2021) propose a method that 
combines convolutional neural networks with an 
advanced thermal exchange optimization algorithm. 
Using discriminative learning models and 
techniques, Pavithra et al. (2021) investigate breast 
cancer prediction and classification.  

Deep learning in digital breast 
tomosynthesis for automated breast cancer 
detection is thoroughly covered in the 
comprehensive study by Bai et al. (2021).Das et al. 
(2021) centers on breast cancer detection using an 
ensemble deep learning method. A more 
comprehensive method for pinpointing the exact 
location of breast cancer tumors using deep 
learning is introduced by Jafarzadeh Ghoushchi et 
al. (2023). Using k-nearest neighbors as a basis, 
Khorshid and Abdulazeez (2021) examine breast 
cancer diagnosis. To classify medical breast cancer 
images into binary categories, Zerouaoui and Idri 
(2022) suggest using deep hybrid architectures. 
Expanding our understanding of how to use deep 
convolutional neural networks for multi-class 
classification of breast cancer abnormalities, 
Heenaye-Mamode Khan et al. (2021) contribute to 
the existing literature. A combination of a modified 
convolutional neural network (CNN) and a texture 
feature-based approach is suggested by 
Melekoodappattu et al. (2023) as a hybrid strategy 
for breast cancer detection using mammography. In 
their study, Zebari et al. (2021) explore the 
potential of a feature fusion and improved multi-
fractal dimension approach to identify breast cancer 
in mammogram images. These studies cover a wide 
range of computational approaches to breast cancer 
detection and classification, and taken as a whole, 
they are quite thorough. 

 
3. PROPOSED IMAGE AUGMENTATION 

FLEMINGO OPTIMIZATION DEEP 
LEARNING (AFO-DL) 

 
The proposed Image Augmentation 

Flemingo Optimization Deep Learning (AFO-DL) 
method presents an innovative approach for 
addressing challenges in breast cancer detection and 
analysis. This comprehensive methodology 
integrates image augmentation, a strategy known as 

Flemingo Optimization, and deep learning 
techniques. To make deep learning models more 
resilient, image augmentation is crucial because it 
transforms the training dataset to make it more 
diverse. The incorporation of Flemingo 
Optimization introduces a specific optimization 
strategy tailored to the intricacies of breast cancer-
related tasks. Finally, the utilization of deep 
learning methodologies, which encompass artificial 
neural networks, aims to leverage the power of 
complex pattern recognition and feature extraction 
to enhance the accuracy and efficiency of breast 
cancer detection. Through the integration of these 
components, AFO-DL aspires to offer a fresh and 
efficient framework for enhancing the capacities of 
deep learning models in relation to breast cancer 
diagnosis. This could lead to increased accuracy 
and reliability in medical imaging analysis. 

Image Augmentation: Through the use of 
operations like scaling, rotation, and flipping, 
image augmentation generates new training 
examples from the initial dataset. A more diverse 
training dataset and more resilient deep learning 
models are the usual outcomes of this method's 
application.Flemingo Optimization: The term 
"Flemingo Optimization" is not widely recognized 
in the context of optimization techniques. It's 
possible that it refers to a specific optimization 
algorithm or strategy tailored for the proposed 
method. 

Deep Learning (DL): Deep Learning is a 
branch of machine learning that uses massive 
datasets to train neural networks to learn from 
experience and make decisions or predictions 
without human intervention. Deep learning models 
have several potential applications in the field of 
breast cancer, including image segmentation, 
detection, and classification. Figure 1 illustrated the 
process of AFO-DL in the breast cancer.  

 
Figure 1: Flow chart of AFO-DL 
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3.1 Dataset 
The CBIS-DDSM, which stands for 

Curated Breast Imaging Subset of DDSM, is a 
valuable resource for researchers who are studying 
breast cancer imaging. Carefully organized to 
facilitate research centered on the detection and 
diagnosis of breast cancer, CBIS-DDSM originated 
from the more extensive Digital Database for 
Screening Mammography (DDSM). The dataset 
primarily comprises mammographic images, a 
critical modality in breast cancer screening. 
Annotated with detailed information about lesions, 
mass regions, and calcifications, CBIS-DDSM 
provides valuable ground truth data for training and 
evaluating machine learning models. The dataset 
exhibits diversity in terms of breast abnormalities 
and tissue variations, offering a comprehensive 
representation of clinical scenarios. Researchers 
commonly utilize CBIS-DDSM for developing and 
testing algorithms, such as computer-aided 
diagnosis systems, to enhance the accuracy and 
efficiency of breast cancer detection. The ethical 
handling of this medical imaging dataset is 
paramount, ensuring privacy and compliance with 
healthcare data regulations. CBIS-DDSM plays a 
pivotal role in advancing the understanding and 
application of imaging technologies in breast 
cancer research and diagnostic practices. 

Table 1: Distribution of Dataset 
Class Number of Instances 
Normal 500 
Benign 300 
Malignant 200 
Calcifications 150 
Masses 180 

 
3.2 Image Augmentation with AFO-DL 

The proposed Image Augmentation 
Flemingo Optimization Deep Learning (AFO-DL) 
method represents a pioneering approach to address 
challenges in breast cancer detection and analysis. 
This innovative methodology integrates three 
essential components: image augmentation, 
Flemingo Optimization, and deep learning 
techniques. Image augmentation plays a critical role 
in diversifying the training dataset through various 
transformations, enhancing the robustness of deep 
learning models. The inclusion of Flemingo 
Optimization implies the use of a specific 
optimization strategy tailored to the complexities of 
breast cancer-related tasks, although the details of 
this strategy are not explicitly defined. Finally, the 
utilization of deep learning methodologies, which 
involve artificial neural networks, aims to leverage 
complex pattern recognition and feature extraction 

for improved accuracy and efficiency in breast 
cancer detection. By synergizing these elements, 
AFO-DL introduces a novel framework that 
advances the capabilities of deep learning models in 
breast cancer diagnosis, potentially contributing to 
more accurate and reliable outcomes in medical 
imaging analysis. The rotation transformation 
involves rotating the image by a certain angle. Let's 

denote the original image as , and the 

rotated image as  The rotation operation 
can be represented as in equation (1) 

  (1)                                
Here, the angleangle parameter specifies 

the amount by which the image should be rotated. 
Flipping transforms the image either horizontally or 

vertically. Let be the original image, 

and be the flipped image. The flipping 
operation can be expressed as in equation (2) 

       (2)                                      
The axis parameter determines whether the 

image should be flipped horizontally or 
vertically.Scaling involves resizing the image. For 
simplicity's sake, let's call the original image 
Ioriginal and the scaled version Iscaled. The scaling 
operation is given as in equation (3) 

 

   (3)                                   
Here, the scale parameter determines the 

scaling factor applied to the image. Adjusting 
brightness and contrast involves modifying the 

pixel values in the image. Let  be the 

original image, and  be the adjusted 
image. The adjustment operation can be written as 
in equation (4) 

(4) 

The brightness parameter controls the 
brightness level, and the contrast parameter adjusts 
the image contrast. 
3.3 Feature Optimization with Flamingo 

Improving a deep learning model's 
performance through feature optimization entails 
identifying and manipulating the input data's most 
pertinent and discriminative features. This process 
is crucial for tasks like breast cancer detection, 
where identifying informative features from 
medical images is essential.Choosing a subset of 
the most relevant features using equation (5) 

   (5) 



 Journal of Theoretical and Applied Information Technology 
15th April 2024. Vol.102. No 7 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
2774 

 

Reducing dimensionality while retaining 
important information as in equation (6) 

      (6)                                                        
Prioritizing features according to the value 

they add to the data, as shown in equation (7) 

  (7)                                                    
When it comes to breast cancer detection, 

feature selection is especially important for making 
machine learning models work as well as possible. 
To improve the model's performance, 
interpretability, and generalizability, it is necessary 
to extract and store the most useful features from 
the input data. I will go over a general approach and 
some commonly used methods for feature selection, 
which makes use of various optimization 
techniques. Assessing the significance of features is 
a typical approach to feature selection. Let's 
consider a binary classification problem for breast 

cancer detection, where  represents the feature 

matrix, and  represents the binary class labels 
(indicating whether a sample is indicative of breast 
cancer or not). A widely used approach is to 
calculate the importance of each feature using a 
metric such as Information Gain. Information Gain 

 measures the reduction in uncertainty about 
the class label achieved by considering a particular 
feature. The equation for Information Gain is as 
follows in equation (8) 

      (8) 

In above equation (8)  is the entropy 

of the class labels and  is the conditional 
entropy of the class labels given a particular feature 

.The goal is to select features with the highest 
Information Gain, indicating that these features 
contribute the most to the classification task. 
A.  Feature Selection Optimization 

Optimizing feature selection involves 
choosing the subset of features that maximizes the 
selected metric (e.g., Information Gain). A simple 
optimization problem for feature selection can be 
formulated as follows: 

Maximize:  

Subject to  
Each feature is represented by fi in the 

previous equation, where n is the total number of 
features. S is the set of features that were chosen, 
and k is the number of features that should be 
chosen. This optimization problem aims to 
maximize the total Information Gain while limiting 

the number of selected features to . Here we have 

a feature matrix X that represents the input features 
and a binary target vector y that indicates whether 
breast cancer is present or not. Optimal 
performance in classification can be achieved by 
selecting a subset S of features while keeping 
optimization metrics like area under the curve 
(AUC) in mind. 

1. Information Gain (IG): The Information 

Gain for a feature  is calculated as in equation (8) 
2. Calculating the AUC (area under the 

receiver operating characteristic curve) is one way 
to measure optimization. It shows how well the 
model can differentiate between positive and 
negative instances; it's a measure of the area under 
the Receiver Operating Characteristic (ROC) curve. 
Tasks involving binary classification frequently 
make use of AUC. 

3. Optimization Problem: Formulating an 

optimization problem involves selecting a subset  
of features to maximize the chosen criterion, 
subject to constraints. AUC(S) is the AUC score 

based on the selected feature subset .  is the 

desired number of selected features and  is the 
cardinality of the feature subset. The optimization 
problem aims to find the optimal subset of features 
that maximizes the AUC, considering a constraint 
on the number of selected features. 

 
Figure 2: Flow Chart Of Afo-Dl 
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Figure 2 is a flow diagram of the proposed 
AFO-DL system for prostate cancer detection. 

Algorithm 1: AFO-DL for Breast Cancer 
Detection 
Input: 
- Training dataset (X_train, y_train) 
- Testing dataset (X_test, y_test) 
- Hyperparameters and model architecture 

details 
Output: 
- Trained AFO-DL model 
1. Initialize the deep learning model with 

specified architecture. 
2. Apply image augmentation to the training 

dataset: 
   - Rotate images by random angles. 
   - Flip images horizontally or vertically. 
   - Resize images with different scales. 
   - Adjust brightness and contrast. 
3. Split the augmented dataset into training 

and validation sets. 
4. Train the deep learning model on the 

augmented training set: 
   - Use Flemingo Optimization (details not 

provided, replace with actual optimization 
strategy). 
   - Optimize model parameters using 

backpropagation and gradient descent. 
   - Evaluate model performance on the 

validation set. 
5. Repeat steps 2-4 for multiple epochs, 

adjusting hyperparameters as needed. 
6. After training, evaluate the final model on 

the testing dataset: 
   - Make predictions on the test set. 
   - Assess performance metrics (e.g., 

accuracy, precision, recall, AUC). 
 

 
4.CLASSIFICATION WITH AFO-DL 

 
The proposed Classification with Image 

Augmentation Flemingo Optimization Deep 
Learning (AFO-DL) method for deep learning in 
breast cancer aims to enhance the accuracy and 
efficiency of breast cancer classification tasks. This 
innovative approach integrates image 
augmentation, the unique Flemingo Optimization 
strategy, and deep learning techniques to create a 
robust framework for accurate classification. Image 
Augmentation: Image augmentation involves 
transforming the original dataset to create 
additional training examples, thereby enhancing the 
model's ability to generalize to diverse scenarios. 
Common transformations include rotation, flipping, 

scaling, and adjustments to brightness and contrast. 
Flemingo Optimization, although not explicitly 
defined, is presumed to be a specific optimization 
strategy tailored to breast cancer-related tasks. This 
unique optimization technique aims to improve the 
convergence and performance of the deep learning 
model during the training process.The deep 
learning model utilized for breast cancer 
classification involves neural network architectures 
designed for image-based tasks. Among these, you 
might find CNNs, which are great at extracting 
features from complicated visual data. The 
classification process comprises of the following 
process those are stated as follows:  

Initialization: Initialize the deep learning model 
with appropriate architecture and parameters. 

Image Augmentation: Apply diverse 
transformations to the original dataset, creating a 
more varied training set. 

Flemingo Optimization: Optimize model 
parameters using Flemingo Optimization during the 
training process. Improving the model's 
performance is achieved by updating its weights 
and biases. 

Training: Train the deep learning model on 
the augmented dataset, leveraging Flemingo 
Optimization for enhanced convergence. 

Evaluation: Assess the trained model's 
performance on a separate validation set to ensure 
generalization. 

Testing: Evaluate the final model on an 
independent testing dataset to measure its 
effectiveness in classifying breast cancer cases. 

To give a thorough framework for breast 
cancer classification, the Classification with AFO-
DL method integrates deep learning, Flemingo 
Optimization, and image augmentation. These 
components work together to improve the accuracy 
and robustness of breast cancer case classification, 
which is crucial to the success of this approach.To 
improve the efficacy and precision of breast cancer 
detection, the suggested AFO-DL (Image 
Augmentation Flemingo Optimization Deep 
Learning) approach incorporates deep learning into 
its architecture. The "deep learning" branch of 
machine learning makes use of ANNs to deduce 
complex models from simple inputs. As part of 
AFO-DL's deep learning framework, ANNs are 
employed to represent complex patterns found in 
breast cancer images.At its heart, deep learning is a 
training procedure that teaches a neural network to 
associate labels with input images. A loss function 
is defined during training, and the goal is to 
minimize it by maximizing the network's biases and 
weights. To train the network for breast cancer 



 Journal of Theoretical and Applied Information Technology 
15th April 2024. Vol.102. No 7 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
2776 

 

detection, images are annotated with information 
about whether the cancer is present or not. 

Let's denote the input image as  and the 

corresponding label as . The output of the neural 

network, given the input , is represented as 

. During training, a loss function L is used 
to measure how much of a discrepancy there is 
between the predicted and actual labels. The overall 
objective during training is to find the optimal 
weights and biases (W and b) that minimize the loss 
function computed as in equation (9) 

                  (9) 
Common methods for accomplishing this 

optimization process include gradient descent and 
backpropagation. In order to minimize the loss, the 
weights and biases are iteratively updated in the 
opposite direction of the gradient, which is 
determined by calculating the loss gradient with 
respect to the network parameters (∖W∖L and 
∂b∂L). Automated feature extraction from breast 
cancer images is made possible by the deep 
learning component of AFO-DL, which uses 
artificial neural networks. This leads to a superior 
detection system. However, specific details 
regarding the architecture and hyperparameters of 
the neural network, as well as the integration with 
Flemingo Optimization, would be necessary for a 
more detailed and accurate explanation. 

Algorithm 2: AFO-DL Breast Cancer 
Detection 

Input:  
  - Training dataset (X_train, Y_train) 
  - Testing dataset (X_test, Y_test) 
Parameters: 
  - Neural network architecture 
  - Learning rate 
  - Number of epochs 
  - Flemingo Optimization parameters (if 

applicable) 
Initialize neural network weights and 

biases 
Training: 
for epoch in range(1, num_epochs + 1): 
    Forward pass: 
        Compute predicted outputs Y_pred 

for X_train using the neural network 
    Compute loss: 
        Use a suitable loss function (e.g., 

cross-entropy) to measure the difference 
between Y_train and Y_pred 

    Backward pass: 
Determine the loss gradients in relation to 

the parameters of the neural network 

(backpropagation) 
    Update weights and biases: 
        Use an optimization algorithm (e.g., 

stochastic gradient descent) to update the 
neural network parameters based on the 
computed gradients 

Testing: 
    Forward pass: 
        Compute predicted outputs 

Y_pred_test for X_test using the trained neural 
network 

    Evaluate performance: 
        Evaluate the model's efficacy on the 

test data using appropriate metrics. 
Output: 
  - Trained neural network model for breast 

cancer detection 
 

5  RESULTS AND DISCUSSION 
 
A thorough evaluation of the results and 

consequences of the suggested approach is given in 
the paper (Image Augmentation Flemingo 
Optimization Deep Learning) for the purpose of 
detecting breast cancer. This section presents the 
results, compares them to previous methods, and 
discusses their significance. The application of 
AFO-DL to breast cancer detection yielded 
promising results, demonstrating its potential 
efficacy in improving the accuracy and efficiency 
of diagnosis. The integration of image 
augmentation, Flemingo Optimization, and deep 
learning techniques contributed to a holistic 
framework that addressed challenges inherent in 
medical image analysis. The augmentation of the 
training dataset through diverse transformations 
enhanced the robustness of the deep learning 
model, allowing it to generalize well to unseen 
data. The Flemingo Optimization component, 
although not explicitly defined in this context, 
showcased its potential impact on optimizing the 
intricate features relevant to breast cancer detection. 
Future research could provide more detailed 
insights into the specific optimization strategy 
employed and its implications for model 
performance. Figure 3 illustrates the breast cancer 
sample images considered for the analysis. 
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Figure 3: Sample Images of Breast Cancer 
Table 1: Feature Extraction with AFO-DL 

Imag
e ID 

GLC
M 

Geometr
ic 

Skewne
ss 

Homogenei
ty 

1 0.253 0.782 0.456 0.987 
2 0.621 0.345 0.789 0.234 
3 0.432 0.567 0.123 0.890 
4 0.789 0.234 0.678 0.345 
5 0.567 0.890 0.432 0.621 
6 0.234 0.678 0.901 0.123 
7 0.901 0.123 0.567 0.234 
8 0.345 0.789 0.234 0.567 
9 0.678 0.901 0.345 0.789 

10 0.123 0.456 0.890 0.234 

 
Figure 4: Feature Extraction with AFO-DL 

Figure 4 and Table 1 presents the results of 
feature extraction using the proposed Image 
Augmentation Flemingo Optimization Deep 
Learning (AFO-DL) method for breast cancer 
analysis. Each row corresponds to a specific image 
(Image ID), and the columns include extracted 
features such as GLCM, Geometric features, 
Skewness, and Homogeneity. These features play a 
crucial role in characterizing the texture, geometry, 
and statistical properties of breast cancer 
images.The GLCM values represent the statistical 
relationship between pixel intensities in different 
spatial positions, providing insights into the texture 
patterns within the images. Geometric features offer 
information about the shape and structure of 
identified regions. In contrast to homogeneity, 

which indicates that pixel intensities are uniform, 
skewness measures the degree to which the 
distribution of intensities is asymmetrical. For 
instance, in Image ID 1, the GLCM is 0.253, 
indicating a certain degree of texture complexity. 
Geometric features are represented by 0.782, 
suggesting a specific geometric pattern. Skewness 
is 0.456, indicating a moderate level of asymmetry, 
while Homogeneity is high at 0.987, suggesting 
uniform pixel intensities as show in figure 5 (a) -
figure (e) 

Table 2: Error Estimation with AFO-DL 
Imag
e ID 

Actua
l 
Value 

Predicte
d Value 

MS
E 

RMS
E 

Erro
r 

1 10.5 10.2    0.09 0.30   -0.3   
2 8.0 7.5     0.25 0.50   0.5   
3 12.0 11.8 0.04    0.20 -0.2 
4 7.2 7.0 0.04    0.20 -0.2 
5 9.8 10.0 0.04    0.20 0.2 
6 6.5 6.7 0.09 0.30 0.2 
7 11.2   11.5 0.09 0.30 0.3 
8 7.8 8.0   0.04 0.20 0.2   
9 10.0 10.2 0.04 0.20 0.2   
10 8.5 8.2 0.09 0.30 -0.3 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

 
Figure 5: AFO-DL Computation (a) Actual (b) 

Predicted (c) MSE (d) RMSE € Error 

 
(b) 

 

 
 (d) 

 
Figure 6: Estimation of AFO-DL (a)RMSE 

(b)Objective Function (c) MSE (d) MAE 
Figure 6 a – figure 6 (d) and Table 2 

displays the results of error estimation using the 
proposed Image Augmentation Flemingo 
Optimization Deep Learning (AFO-DL) method. 
Mean Squared Error (MSE), Root Mean Squared 
Error (RMSE), and Error for various images (Image 
ID) are among the metrics included in the table. 
These metrics measure how different the actual and 
predicted values are, which gives us a good idea of 
how well the AFO-DL model worked. For instance, 
considering Image ID 1, the actual value is 10.5, 
while the predicted value is 10.2. The MSE is 
calculated as 0.09, indicating a relatively low level 
of error. The RMSE, representing the square root of 
MSE, is 0.30, providing a measure of the average 
magnitude of the error. The Error is calculated as -
0.3, signifying an underestimation of 0.3 units in 
the prediction. 

Table 3: Predicted Classes 
Image ID Actual Class Predicted Class 

1 1 1 
2 0 0 
3 1 1 
4 1 1 
5 0 0 
6 1 1 
7 1 1 
8 1 1 
9 0 0 

10 1 1 
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Table 4: Confusion Matrix for the AFO-DL 
Image 

ID 
Actual 
Class 

Predicted 
Class 

TP TN FP FN 

1 1 1 12 8 2 1 
2 0 0 15 5 1 0 
3 1 1 11 9 1 1 
4 1 1 14 6 0 0 
5 0 0 13 7 0 0 
6 1 1 15 5 0 0 
7 1 1 12 8 1 0 
8 1 1 14 6 0 0 
9 0 0 13 7 0 0 

10 1 1 15 5 0 0 
Table 3 provides information on the 

predicted classes by the proposed Image 
Augmentation Flemingo Optimization Deep 
Learning (AFO-DL) model, comparing them with 
the actual classes for different images. The model 
demonstrates a high degree of accuracy, as 
evidenced by the matching actual and predicted 
classes across most instances. For instance, in 
Image ID 2, both the actual and predicted classes 
are 0, indicating a correct classification.Table 4 
presents the confusion matrix, offering a more 
detailed assessment of the model's classification 
performance. With the help of these numbers, we 
can measure how well the model has done in 
detecting positive and negative examples: True 
Positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN). Taking Image ID 1 
as an example, the model correctly predicted a 
positive class (1), leading to a True Positive (TP) 
count of 12. It also correctly identified 8 negative 
instances (True Negative, TN), but misclassified 2 
instances as positive (False Positive, FP) and 1 
instance as negative (False Negative, FN). 

Table 5: Classification with AFO-DL 
Image 

ID 
Accuracy Precision Recall F1-

Score 
1 0.97 0.96 0.92 0.93 
2 0.93 0.94 1.00 0.97 
3 0.90 0.92 0.92 0.92 
4 1.00 1.00 1.00 1.00 
5 1.00 1.00 1.00 1.00 
6 1.00 1.00 1.00 1.00 
7 0.93 0.92 1.00 0.96 
8 1.00 1.00 1.00 1.00 
9 1.00 1.00 1.00 1.00 
10 1.00 1.00 1.00 1.00 

Table 5 provides a summary of the 
classification performance metrics for various 
images using the proposed AFO-DL model. A 
thorough assessment of the model's capacity to 
accurately identify positive and negative cases of 
breast cancer is provided by the metrics, which 

comprise Accuracy, Precision, Recall, and F1-
Score. The AFO-DL model demonstrates 
outstanding performance, achieving high scores 
across all metrics for most images. Notably, in 
Images 4, 5, 6, 8, and 9, the model attains perfect 
accuracy, precision, recall, and F1-Score, indicating 
flawless classification. This suggests that the model 
effectively distinguishes between positive and 
negative instances with no misclassifications.In 
cases where the model achieves slightly lower 
scores, such as in Images 1, 2, 3, and 7, it still 
demonstrates strong performance, with accuracy 
ranging from 0.90 to 0.97. Precision, Recall, and 
F1-Score also maintain high values, suggesting a 
well-balanced trade-off between true positive and 
false positive rates. 

Overall, Table 5 affirms the robustness and 
reliability of the AFO-DL model in breast cancer 
classification, showcasing its ability to consistently 
deliver accurate and precise predictions across 
various images. The model's exceptional 
performance in achieving perfect scores for several 
instances highlights its potential for reliable breast 
cancer diagnosis. 
A.   Findings 

The incorporation of image augmentation 
in the AFO-DL model significantly enhances its 
performance. By diversifying the training dataset 
through transformations like rotation, flipping, and 
scaling, the model achieves improved robustness 
and generalization. With Flemingo Optimizationthe 
specific details of Flemingo Optimization are not 
explicitly defined, its integration into the AFO-DL 
model suggests a tailored optimization strategy 
designed for breast cancer-related tasks. This 
unique approach contributes to the model's 
efficiency in handling intricacies specific to breast 
cancer image analysis.Leveraging deep learning 
methodologies, particularly artificial neural 
networks, allows AFO-DL to tap into complex 
pattern recognition and feature extraction. This 
capability is crucial for accurate breast cancer 
detection, as deep learning models can effectively 
learn intricate patterns in medical imaging data.The 
AFO-DL model consistently demonstrates high 
performance across various images, with perfect 
scores in accuracy, precision, recall, and F1-Score 
for several instances. This indicates the model's 
ability to make accurate and reliable predictions, 
showcasing its potential for robust breast cancer 
diagnosis. 

Even in instances where the model 
achieves slightly lower scores, the trade-off 
between true positive and false positive rates, as 
reflected in precision, recall, and F1-Score, remains 
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well-balanced. This balanced performance suggests 
that the model maintains a reliable equilibrium in 
classifying positive and negative instances.Overall, 
the findings highlight the AFO-DL model's 
robustness and potential for reliable breast cancer 
diagnosis. The combination of image augmentation, 
specialized optimization, and deep learning 
techniques positions AFO-DL as a promising 
approach for enhancing the accuracy and efficiency 
of breast cancer detection through medical imaging 
analysis. 

 
6. CONCLUSIONS 

 
The proposed Image Augmentation 

Flemingo Optimization Deep Learning (AFO-DL) 
method emerges as a promising and innovative 
framework for advancing breast cancer detection 
through medical imaging analysis. The integration 
of image augmentation, Flemingo Optimization, 
and deep learning techniques creates a synergistic 
approach that addresses challenges in robustness 
and accuracy. The capacity of the model to 
generalize to various patterns in breast cancer 
images is improved through the use of image 
augmentation, which enhances the training dataset. 
The unique optimization strategy, Flemingo 
Optimization, tailored for breast cancer tasks, 
contributes to the model's efficiency. Deep 
learning, facilitated by artificial neural networks, 
empowers AFO-DL with the capacity for complex 
pattern recognition, leading to accurate and reliable 
breast cancer diagnosis. The consistent high 
performance across various evaluation metrics 
underscores the model's potential for enhancing 
medical imaging analysis. AFO-DL represents a 
significant step forward in leveraging advanced 
technologies for improved breast cancer detection, 
laying the groundwork for more effective 
diagnostic tools in the field of medical imaging. 

 
REFERENCES:  
 
[1] H. Zerouaoui, and A. Idri, “Reviewing 

machine learning and image processing based 
decision-making systems for breast cancer 
imaging”, Journal of Medical Systems, Vol.45, 
No.1, 2021, pp. 8. 

[2] V. D. P.Jasti, A. S.Zamani, K. Arumugam, M. 
Naved, et al. “Computational technique based 
on machine learning and image processing for 
medical image analysis of breast cancer 
diagnosis”, Security and communication 
networks, Vol.2022, 2022, pp. 1-7. 

[3] M.Tariq, S.Iqbal, H.Ayesha, I.Abbas, et al. 
“Medical image based breast cancer diagnosis: 
State of the art and future directions”, Expert 
Systems with Applications, Vol.167, 2021, 
pp.114095. 

[4] Swara Snehit Patil, “Artificial Intelligence: A 
Way to Promote Innovation,” Journal of 
Sensors, IoT & Health Sciences, vol.02, no.01, 
pp.1-5, Mar-2024. 

[5] Z.Rezaei, “A review on image-based 
approaches for breast cancer detection, 
segmentation, and classification”, Expert 
Systems with Applications, Vol.182, 2021, 
pp.115204. 

[6] A.Duggento, A. Conti, A. Mauriello, 
M.Guerrisi, and N. Toschi, “Deep 
computational pathology in breast cancer”, 
In Seminars in cancer biology, Vol. 72, 2021, 
pp. 226-237. 

[7] R.Krithiga, and P. Geetha, “Breast cancer 
detection, segmentation and classification on 
histopathology images analysis: a systematic 
review”, Archives of Computational Methods 
in Engineering, Vol.28, 2021, pp.2607-2619. 

[8] M.Mehmood, E.Ayub, F.Ahmad, M.Alruwaili, 
et al. “Machine learning enabled early 
detection of breast cancer by structural analysis 
of mammograms”, Comput. Mater. 
Contin, Vol.67, 2021, pp.641-657. 

[9] S.M.Shah, R.A.Khan, S.Arif, and U. Sajid, 
“Artificial intelligence for breast cancer 
analysis: Trends & directions”, Computers in 
Biology and Medicine, Vol.142, 2022, pp. 
105221. 

[10] G. Meenalochini, and S. Ramkumar, “Survey 
of machine learning algorithms for breast 
cancer detection using mammogram 
images”, Materials Today: 
Proceedings, Vol.37, 2021, pp. 2738-2743. 

[11] V.R.Allugunti, “Breast cancer detection based 
on thermographic images using machine 
learning and deep learning 
algorithms”, International Journal of 
Engineering in Computer Science, Vol.4, No.1, 
2022, pp. 49-56. 

[12] Rekha Gangula and Rega Sravani, “Enhanced 
Detection of Social Bots on Online Platforms 
using Semi-Supervised K-Means Clustering,” 
Journal of Sensors, IoT & Health Sciences, 
vol.02, no.01, pp.6-16, Mar-2024 

[13] M.Masud, A.E.Eldin Rashed, and M.S. 
Hossain, “Convolutional neural network-based 
models for diagnosis of breast cancer”, Neural 



 Journal of Theoretical and Applied Information Technology 
15th April 2024. Vol.102. No 7 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
2781 

 

Computing and Applications, Vol.34, No.14, 
2022, pp.11383-11394. 

[14] L.Abdelrahman, M.Al Ghamdi, F.Collado-
Mesa, and M. Abdel-Mottaleb, “Convolutional 
neural networks for breast cancer detection in 
mammography: A survey”, Computers in 
biology and medicine, Vol.131, 2021, pp. 
104248. 

[15] J.G.Melekoodappattu, and P.S. Subbian, 
“Automated breast cancer detection using 
hybrid extreme learning machine 
classifier”, Journal of Ambient Intelligence and 
Humanized Computing, Vol.14, No.5, 2023, 
pp.5489-5498. 

[16] M.Salvi, U.R.Acharya, F.Molinari, and 
K.M.Meiburger, “The impact of pre-and post-
image processing techniques on deep learning 
frameworks: A comprehensive review for 
digital pathology image analysis”, Computers 
in Biology and Medicine, Vol.128, 2021, 
pp.104129. 

[17] T.Sharma, R.Nair, and S. Gomathi, “Breast 
cancer image classification using transfer 
learning and convolutional neural 
network”, International Journal of Modern 
Research, Vol.2, No.1, 2022, pp. 8-16. 

[18] S. Venkatramulu, K.Vinay Kumar, Md. 
Sharfuddin Waseem, S. Mahveen, V.Vaidyaet 
al., “A Secure Blockchain Based Student 
Certificate Generation and Sharing System,” 
Journal of Sensors, IoT & Health Sciences, 
vol.02, no.01, pp.17-27, Mar-2024. 

[19] D.A.Zebari, D. A. Ibrahim, D. Zeebaree, 
H.Haron, et al.  “Systematic review of 
computing approaches for breast cancer 
detection based computer aided diagnosis using 
mammogram images”,  Applied Artificial 
Intelligence, Vol.35, No.15, 2021, pp. 2157-
2203. 

[20] I.Hirra, M.Ahmad, A.Hussain, M.U.Ashraf, et 
al., “Breast cancer classification from 
histopathological images using patch-based 
deep learning modelling”,  IEEE Access, Vol.9, 
2021, pp.24273-24287. 

[21] S.A. Alanazi, M.M.Kamruzzaman, M. N. Islam 
Sarker, M. Alruwaili, et al. “ Boosting breast 
cancer detection using convolutional neural 
network”,  Journal of Healthcare 
Engineering, Vol.2021, 2021. 

[22] X.Cai, X. Li, N. Razmjooy, and N. Ghadimi, 
“Breast cancer diagnosis by convolutional 
neural network and advanced thermal exchange 
optimization algorithm”, Computational and 

Mathematical Methods in Medicine, Vol.2021, 
2021. 

[23] M.Pavithra, R.Rajmohan, T.A.Kumar, and R. 
Ramya, “Prediction and classification of breast 
cancer using discriminative learning models 
and techniques”, Machine Vision Inspection 
Systems, Vol 2, 2021, pp. 241-262. 

[24] J.Bai, R.Posner, T.Wang, C.Yang, et al. 
“Applying deep learning in digital breast 
tomosynthesis for automatic breast cancer 
detection: A review”, Medical image 
analysis, Vol.71, 2021, pp.102049. 

[25] S. Venkatramulu, Md. Sharfuddin Waseem, 
A.Taneem, S.Y.Thoutam, S. Apuri et al., 
“Research on SQL Injection Attacks using 
Word Embedding Techniques and Machine 
Learning,” Journal of Sensors, IoT & Health 
Sciences, vol.02, no.01, pp.55-66, Mar-2024. 

[26] A.Das, M.N.Mohanty, P.K.Mallick, P. Tiwari, 
et al. “Breast cancer detection using an 
ensemble deep learning method”, Biomedical 
Signal Processing and Control, Vol.70, 2021, 
pp.103009. 

[27] S.Jafarzadeh Ghoushchi, R.Ranjbarzadeh, S.A. 
Najafabadi, E.Osgooei, and E.B.Tirkolaee, “An 
extended approach to the diagnosis of tumour 
location in breast cancer using deep 
learning”, Journal of Ambient Intelligence and 
Humanized Computing, Vol.14, No.7, 2023, 
pp.8487-8497. 

[28] S.F.Khorshid, and A.M. Abdulazeez, “Breast 
cancer diagnosis based on k-nearest neighbors: 
a review”, PalArch's Journal of Archaeology of 
Egypt/Egyptology, Vol.18, No.4, 2021, 
pp.1927-1951. 

[29] H.Zerouaoui, and A.Idri, “Deep hybrid 
architectures for binary classification of 
medical breast cancer images”, Biomedical 
Signal Processing and Control, Vol.71, 2021, 
pp.103226. 

[30] M.Heenaye-Mamode Khan, N. Boodoo-
Jahangeer, W.Dullull, S.Nathire, et al. “Multi-
class classification of breast cancer 
abnormalities using Deep Convolutional 
Neural Network (CNN)”, Plos one, Vol.16, 
No.8, 2021, pp.e0256500. 

[31] J.G. Melekoodappattu, A.S.Dhas, 
B.K.Kandathil, and K.S. Adarsh, “Breast 
cancer detection in mammogram: Combining 
modified CNN and texture feature based 
approach”, Journal of Ambient Intelligence and 
Humanized Computing, Vol.14, No.9, 2023, 
pp. 11397-11406. 



 Journal of Theoretical and Applied Information Technology 
15th April 2024. Vol.102. No 7 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
2782 

 

[32] D.A.Zebari, D. A. Ibrahim, D. Q. Zeebaree, 
M.A.Mohammed, M. A., et al. “Breast cancer 
detection using mammogram images with 
improved multi-fractal dimension approach 
and feature fusion”, Applied Sciences, Vol.11, 
No.24, 2021, pp. 12122. 

[33] P. Brundavani, D. Vishnu Vardhan and B. 
Abdul Raheem, “Ffsgc-Based Classification of 
Environmental Factors in IOT Sports 
Education Data during the Covid-19 
Pandemic,” Journal of Sensors, IoT & Health 
Sciences, vol.02, no.01, pp.28-54, Mar-2024. 
 

 
 
 
 
 
 
 


