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ABSTRACT 
 

Semantic text similarity measurement is fundamental in natural language processing (NLP). With the 
advancement of NLP technology, the research and application values of similarity measurement have become 
prominent. This paper utilizes Google Scholar as the primary search tool and collects 179 documents. Then, 
using filtering technology, 50 key documents are ultimately obtained. Furthermore, this paper summarizes 
the research progress of semantic text similarity measurement and develops a more comprehensive 
classification description system for text similarity measurement algorithms. The classification includes 
string-based, corpus-based, knowledge-based, deep learning-based, traditional pretraining-based, and state-
of-the-art pretraining-based methods. For each method, this paper introduces typical models and methods and 
discusses the advantages and disadvantages of these approaches. The systematic research on text similarity 
measurement methods enables a quick grasp of these methods, summarizing and analyzing classic and the 
latest research in text similarity measurement. The paper also lists evaluation indicators in this field and 
concludes by discussing potential future research directions. The aim is to provide a reference for related 
research and applications. 
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1. INTRODUCTION 
 

Natural language processing (NLP) is a discipline 
of study that investigates how humans and 
computers interact. In recent years, a growing 
number of researchers have heavily invested in NLP 
to make more efficient use of information resources 
and improve the quality of information [1]. NLP can 
be divided into two tasks: natural language 
generation and understanding [2]. The measurement 
of text similarity belongs to the latter, which aims to 
understand the similarity of two texts [3]. Text 
similarity is comparing a text with another and 
finding their similarities. It is basically about 
determining the degree of closeness of the text. In 
NLP, determining whether the semantics of two 
documents are identical is a fundamental and 
extensive task that enables computers to 
comprehend human language [4]. 

In numerous contexts, text similarity processing 
technology is widely employed [5, 6]. In information 
retrieval [7-9], for instance, text similarity 
technology can organize user’s search results in real-
time to obtain more accurate results. When applied 
to an automatic question-answering system [10-12], 
this technology can automatically identify the user-
searched queries and match them with the system 
database to produce the most relevant answer. Using 

this technology for translation [13, 14], the veracity 
of the translation between the source and the target 
sentences can be determined. Also, this technology 
can be used in the process of automatically 
generating abstracts [15, 16], to compare the 
generated abstract and the original abstract. 

This paper employs Google Scholar as the 
primary search tool and gathers 179 documents. 
Through the application of filtering technology, 50 
key documents are ultimately selected. This paper 
draws on the classification framework of Gomaa et 
al. [17] and expands the classification system. The 
system primarily includes string-based, corpus-
based, knowledge-based, deep learning-based, 
traditional pretraining-based, and state-of-the-art 
pretraining-based approaches. Unlike the existing 
review literature, this paper summarizes traditional 
methods and specifically focuses on the latest 
progress in text similarity calculation based on deep 
learning and pre-training models. 

 

2. METHODOLOGY 
 

2.1 Searching 
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The search procedure is implemented to extract 
and aggregate pertinent scholarly works and 
literature. In this research, Google Scholar serves as 
the primary search tool. This phase encompasses the 
following steps: 

1st. The identification of terminology 
corresponding to the research inquiries. 

2nd. The compilation of all pertinent key-term 
alternatives. 

3rd. The conjunction of these search terms using 
Boolean AND/OR operators. 

Consequently, a search term is (Semantic Text 
Similarity OR Text Similarity) AND (Levenshtein 
Distance). Following the execution of the search 
process, a total of 179 research papers is amassed. 

 

2.2 Filtering 
 

The corpus undergoes a meticulous two-stage 
filtration process to ascertain the final selection of 
papers eligible for comprehensive analysis. A visual 
representation of this process is elucidated in Figure 
1, delineating the quantities of papers retained and 
excluded at each stage. 

 

Figure 1: Two-Step Filtering Process. 

In the initial step, 32 papers published before 2000 
are eliminated, and 11 papers with less than 5 
citations are eliminated, thus diminishing the 
compilation to 136. Subsequently, the second phase 
entails the application of inclusion and exclusion 
criteria, as documented in Table 1. Notably, the 

application of criterion R1 leads to the removal of 70 
papers concentrating on text similarity, while the 
application of R2 facilitates the exclusion of 16 
papers characterized as non-algorithmic. 
Consequently, a final selection of 50 papers is 
retained for comprehensive analysis and scrutiny. 

Table 1: The rules of inclusion/exclusion criteria. 

Rules ID Inclusion Criteria Exclusion Criteria 

R1 
Papers are deemed pertinent to the research inquiries by 
examining their titles, keywords, and abstracts. 

Papers lacking relevance to any of the predefined 
research questions. 

R2 

Papers that have introduced an algorithm innovation, 
system, application, or prototype of an information 
technology product. 

Papers that lack an algorithm aspect and do not 
introduce any information technology system, 
application, or product. 

 

STEP 1

Search Process Collected Papers

STEP 2

Publication Year
>= 2000

Removed 11 PapersRemoved 32 Papers

Cited counts
>= 5

Candidate Papers

R1R2
List of Papers
for Analysis

Excluded 16 Papers

179 Papers 147 Papers

66 Papers50 Papers 136 Papers

Excluded 70 Papers
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2.3 Visualization 
 

This paper uses wordcloud to visualize the titles 
of the 50 filtered papers, as shown in Figure 2. 

 

Figure 2: Visualization. 

As depicted in Figure 2, the prominent keywords 
in the 50 filtered papers are 'similarity' and 

'semantic,' signifying that the themes of the filtered 
papers align with this paper. 

2.4 Classification 
 

This paper builds upon the classification 
framework proposed by Gomaa et al. [17] and 
extends the classification system. It offers a 
thorough examination of semantic text similarity, 
systematically organized based on methods and 
techniques, including string-based, corpus-based, 
knowledge-based, deep learning-based, traditional 
pretraining-based, and state-of-the-art pretraining-
based approaches, as illustrated in Figure 3. 

Many specific references are thoughtfully 
provided for each of these technologies, offering 
readers a comprehensive resource for further 
exploration. Furthermore, the merits and drawbacks 
of each technology are succinctly summarized, 
affording a clear understanding of the strengths and 
limitations inherent to each approach. 

 

Figure 3: The Classification of semantic text similarity. 

3. STRING-BASED 
 

String-based methods, such as Levenshtein 
Distance (LD) [18], Longest Common Sequence 
(LCS) [19-21], N-Gram [22], and Jaccard [23], to 
compare the original texts directly. 

The LD, also known as the Edit Distance (ED), is 
a string metric for measuring the difference between 
two sequences. The LD between two words is the 
minimum number of single-character edits (i.e., 
substitutions, insertions, or deletions) required to 
change one word into the other. A smaller LD 
indicates a higher similarity between the strings. 

The LCS refers to the longest subsequence shared 
by two sequences. It is important to note that a 
subsequence doesn't need to occupy consecutive 
positions in the original sequences. For instance, 
consider the sequences [wxyz] and [wyxwz]. They 
have five common subsequences with two 
characters: [wx], [wy], [wz], [xz], and [yz]; two 
common subsequences with three characters: [wxz] 
and [wyz]; and nothing else. Therefore, [wxz] and 
[wyz] are their LCSs. 

The basic idea of the N-Gram algorithm is to set a 
sliding window of size N. The text content is 
processed using the sliding window approach, either 
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based on the character or word streams. After 
sliding, multiple text fragments of length N are 
generated. Each fragment is called an N-tuple. The 
algorithm calculates the ratio of the number of N-
tuples in the given two texts to the total number of 
N-tuples to characterize the similarity of the two 
texts. 

The Jaccard coefficient is the ratio of elements in 
the intersection set to the number of elements in the 
union set. It only pays attention to the same elements 
in the two sets and does not pay attention to the 
differences between the two sets. The text may be 
comprehended as a collection of words or as an 
assemblage of N-tuples. The Jaccard coefficient 
between the two sets is calculated to characterize the 
similarity of the two texts. 

The string-based methods are simple in principle 
and easy to implement; they directly compare the 
original texts, commonly used for fast fuzzy text 
matching. The main disadvantage is that the 
meaning of words and their relationships are not 
considered, and issues such as synonyms and 
polysemous words cannot be addressed. Currently, 
string-based methods are rarely used alone to 
calculate text similarity. However, their calculation 
results are employed as features to characterize text 
within more complex methods. 

4. CORPUS-BASED 
 

Calculating similarity based on a corpus involves 
examining text similarities via comparing 
representations with a collection of text. This 
technique was derived from Harris's distribution 
hypothesis in 1954. This hypothesis posited that 
words with similar contexts should have similar 
semantics [24]. The semantic similarity between 
words is determined by analyzing the frequency of 
their co-occurrence within a given text. Currently, 
the primary idea of representing the text as a 
computer-operable vector based on the corpus uses 
statistical approaches to determine text similarity. 
Various methods for creating vectors include the 
Vector Space Model (VSM) [25, 26], Latent 
Semantic Analysis (LSA) [27], Probabilistic Latent 
Semantic Analysis (PLSA) [28], and Latent 
Dirichlet Allocation (LDA) [29, 30]. 

4.1 Vector Space Model (VSM) 
 

VSM treats documents as a collection of 
independent feature items (𝑑ଵ, 𝑑ଶ, . . . , 𝑑௡) , and 
assigns weights (𝑤ଵ, 𝑤ଶ, . . . , 𝑤௡)  to each feature 
item according to its importance in the documents. 

Using (𝑑ଵ, 𝑑ଶ, . . . , 𝑑௡)  as the axes and 
(𝑤ଵ, 𝑤ଶ, . . . , 𝑤௡) as the corresponding values in an n-
dimensional coordinate system, cosine similarity is 
then employed to calculate text similarity. For large-
scale corpora, VSM generates high-dimensional 
sparse matrices, increasing computational 
complexity. Additionally, VSM assumes that each 
feature word in the text exists independently, which 
separates the relationship between words and 
paragraphs. 

 

4.2 Latent Semantic Analysis (LSA) and 
Probabilistic Latent Semantic Analysis 
(PLSA) 
 

LSA is a computational model that is derived from 
the VSM. Both approaches use spatial vectors for 
text representation. However, LSA utilizes a latent 
semantic space and applies the Singular Value 
Decomposition (SVD) technique to handle high-
dimensional matrices and eliminate noise in the 
initial vector space. Nonetheless, due to the use of 
SVD, the computational complexity increases. 
Hofmann [28] introduced the topic layer based on 
LSA, applied Expectation Maximization (EM) to 
train the topics, and developed an improved PLSA 
algorithm. In PLSA, polysemous words are trained 
on different themes, while synonyms are trained on 
the same themes. This approach helps to mitigate the 
influence of polysemous words and synonyms. 
However, the model parameters of PLSA will grow 
as documents increase. 

4.3 Latent Dirichlet Allocation (LDA) 
 

LDA is a probabilistic model that falls under 
generative statistical models based on Bayesian 
network principles. The described technique is a 
modeling approach for discrete data extracting topic 
information from a substantial corpus. Text 
similarity is achieved by computing the probability 
distribution related to the relevant subject. The 
limited number of representative words in short texts 
may hinder the ability of LDA to provide the desired 
outcomes in topic mining. Consequently, LDA is 
better suited for analyzing longer texts. 

There are numerous benefits associated with 
corpus-based models. Firstly, semantic context: 
These models effectively capture the semantic 
context of words and texts, enabling a more 
comprehensive comprehension of similarity beyond 
mere word matching. Additionally, Unsupervised 
learning models are often used in unsupervised 
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learning, whereby the utilization of labeled training 
data is not required. However, there are drawbacks 
to corpus-based models as well. Firstly, the 
performance of these models is contingent upon the 
quality and representativeness of the corpus. The 
presence of biases and constraints within the corpus 
can impact the outcome of similarity assessments. 
Secondly, the Bag-of-Words assumption is often 
used in these models, where texts are seen as 
collections of words without considering the 
sequential arrangement and syntactic structure of 
sentences. This may restrict their capacity to grasp 
intricate semantic links. 

5. KNOWLEDGE-BASED 
 

The knowledge-based methods utilize a 
knowledge base with a standardized organization 
system to calculate text similarity, generally divided 
into ontology-based knowledge [31] and network-
based knowledge [32]. 

5.1 Ontology-Based 
 

Ontology-based knowledge generally uses the 
relationship between concepts in the ontology 
structure system. If the concepts are semantically 
similar, there is only one path between the two 
concepts. The ontology used in the text similarity 
calculation method is not a strict concept but refers 
to a wide range of dictionaries, thesaurus, 
vocabulary, and narrow ontology. Since Berners-Lee 
et al. [33] introduced the concept of the Semantic 
Web, ontology has emerged as the primary method 
for knowledge modeling in this domain. The most 
commonly used ontology is a general-purpose 
dictionary, such as WordNet. In addition to 
dictionaries, there are also domain ontologies, such 
as medical ontology [34, 35], e-commerce ontology 
[36-38], geographic ontology [39, 40], and 
agricultural ontology [41-44]. 

The ontology-based method can reflect the 
internal semantic relations of concepts. Ontology 
generally requires experts to participate in the 
construction, which consumes much time. Using 
ontology to calculate text similarity, start by 
calculating at the word level and then accumulate the 
word similarities to obtain the similarity of the long 
text. Compared with corpus-based methods, the 
calculation efficiency of long texts is low. Whether 
a general ontology or a domain ontology, the 
ontologies are independent of each other, which is 
not conducive to calculating text similarity across 
domains. 

5.2 Network-Based Calculations 
 

In the algorithm based on network knowledge, the 
entries are structured, and hyperlinks connect the 
entries. Computers can better understand this way of 
information organization. Paths between concepts or 
links between terms become the basis for text 
similarity calculation. According to scholarly 
research, Wikipedia has emerged as a widely used 
platform for obtaining network-related knowledge 
[45]. Wikipedia is widely recognized as the biggest 
multilingual and openly accessible online 
encyclopedia. Wikipedia is recognized for its well-
organized content, also referred to as semi-structured 
knowledge [46]. Generally, there are three 
categories of representative algorithms. They are 
WikiRelate! [47] (which is based on WordNet [48]), 
explicit semantic analysis (ESA) [49], and 
Wikipedia Link-based Measure (WLM) [50]. 

Network-based methods, exemplified by 
algorithms utilizing network knowledge from 
platforms like Wikipedia, offer advantages in 
structured information, enhancing computer 
comprehension and enabling accurate text similarity 
calculations. However, they depend on external 
sources like Wikipedia, which may not equally cover 
all domains or contain biased information. 

6. DEEP LEARNING-BASED 
 

Since the introduction of distributed word vectors 
in 2013, methods based on deep learning have 
generated numerous outstanding works in the field 
of semantic text similarity. Deep learning-based 
models are currently the most efficient. The primary 
algorithm used for semantic text similarity 
calculation is the Siamese Neural Network [51, 52], 
and its typical architecture is shown in Figure 4. 

 

Figure 4: The typical architecture of Siamese neural 
network 



Journal of Theoretical and Applied Information Technology 
15th March 2024. Vol.102. No 5 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1678 

 

The three layers of the Siamese Network 
architecture are the input, encoding, and similarity 
measurement layers. The input layer transforms 
words into word vectors before feeding them to the 
encoding layer. The encoding layer encodes the 
word vectors to yield the sentence vectors. The 
similarity measurement layer calculates the degree 
of similarity between two sentence vectors. The 
similarity can be calculated directly using Euclidean 
Distance or Cosine Similarity. Alternatively, 
similarity can be measured indirectly by 
concatenating two sentence vectors and forwarding 
them to other classifiers. The "Siamese" consists 
primarily of the sentence pair 𝑆஺  and 𝑆஻  being 
simultaneously input into the left and right networks. 
Both networks share the same architecture and 
parameters. The Encoder can be classified into 
different types, including Naïve-Based, 
Convolutional Neural Network-Based (CNN-
Based), Recurrent Neural Network-Based (RNN-
Based), Convolutional Neural Network and 
Recurrent Neural Network-Based (CNN&RNN-
Based), and Attention-Based. 

6.1 Naïve-Based 
 

The encoder of the Naïve-based deep learning 
algorithm uses a fully connected neural network, 
which is a fundamental artificial neural network 
model. This type of neural network is a feedforward 
neural network consisting of multiple layers of 
neurons, where each neuron in one layer is 
connected to every neuron in the subsequent layer, 
hence the name "fully connected." as shown in 
Figure 5. 

 

Figure 5: Fully connected neural network 

The Deep Structured Semantic Models (DSSM) 
model proposed by Huang et al. [53] was one of the 
Naïve-based models. It represents one of the earliest 

algorithms to utilize the Siamese Network 
architecture for semantic text similarity calculation. 
The DSSM architecture is mainly composed of the 
input layer, presentation layer, and matching layer. 
This architecture is also the most commonly used 
architecture based on the Siamese network. The 
input layer maps the original text to a vector. The 
presentation layer maps a high-dimensional sentence 
vector to a low-dimensional vector, the DSSM uses 
4-layer fully connected neural networks, and finally, 
the sentence is mapped to a 128-dimensional vector. 
The matching layer calculates the cosine similarity 
of two low-dimensional sentence vectors to 
characterize the semantic similarity of the two 
sentences. 

The DSSM model has achieved outstanding 
results in text-matching tasks than the previous latent 
semantic models (e.g., LSA). However, the DSSM 
architecture consists of only three main layers - 
input, presentation, and matching layers. While 
simplicity can be beneficial, capturing intricate 
semantic relationships in text data needs more 
complexity. Moreover, the model's architecture may 
struggle to capture long-range dependencies or 
intricate contextual relationships in longer texts. 

6.2 Convolutional Neural Network-Based 
(CNN-Based) 

The Convolutional Neural Network (CNN) is one 
of the representative algorithms of deep learning and 
exhibits outstanding performance in massive image 
processing. A typical CNN architecture is shown in 
Figure 6, which includes several convolutional and 
pooling layers. This specific structure is well-suited 
for two-dimensional data. The convolutional neural 
network requires fewer parameters than a feed-
forward neural network, so the neural network can 
be defined very deeply, improving the model's 
generalization ability [54]. 

 

Figure 6: Convolutional neural network 

Shen et al. [55] added CNN to the DSSM model 
to obtain more contextual information. This method 
mainly improves the presentation layer of DSSM, 
which adds a convolutional layer and a pooling layer 
to the presentation layer. This makes the context 
information more preserved, but the long-distance 
context information will still be lost due to the 
limitation of the convolution kernel. 
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Shao et al. [56] proposed a simple model-based 
convolutional neural network system. They use 
CNN to transfer GloVe [57] word vectors. Then, it 
calculates a semantic vector representation of each 
sentence by max-pooling. After that, it generates a 
semantic difference vector by absolute difference 
and multiplication of their semantic vectors. Next, it 
uses a fully connected neural network to calculate 
similarity scores. This model has achieved high 
accuracy in the English data set. However, this 
model is marked by simplicity, dependency on 
specific architectural choices, and pre-trained 
embeddings. These limitations suggest potential 
challenges in handling complex text relationships. 

6.3 Recurrent Neural Network-Based (RNN-
Based) 

 

The Recurrent Neural Network (RNN) is a special 
network model. For a neuron node, its internal 
calculation data includes the previous layer's output 
and the same layer's output at the previous moment, 
as shown in Figure 7. Based on this unique structure, 
the RNN has short-term memory capabilities and 
preserves the relationship between data through 
"memory." RNN finds applications in NLP, 
including speech recognition, language modeling, 
and machine translation; it is also employed in 
various time-series predictions. 

 

Figure 7: Recurrent neural network 

To obtain more context information, Palangi et al. 
[58] proposed Long short-term memory DSSM 
(LSTM-DSSM), which added the Long short-term 
memory (LSTM) [59] network. This model takes 
into the long-distance context and word order 
information, improving the algorithm. The 
experimental result on an information retrieval (IR) 
task derived from the Bing web search indicates the 
proposed method's ability to address lexical 
mismatch and long-term context modeling issues, 
exceeding existing methods for IR tasks. 

 

The LSTM-DSSM model addresses IR's lexical 
mismatch and long-term context issues by 
incorporating LSTM networks. However, its 
complexity, potential overfitting, limited 
generalization, and lack of contextual adaptability in 
shorter texts raise concerns. 

6.4 Convolutional Neural Network and 
Recurrent Neural Network-Based 
(CNN&RNN-Based) 

 
Pontes et al. [60] used both CNN and LSTM 

models in the Siamese architecture to calculate 
semantic text similarity. First, the sentence is divided 
into partial fragments, and then each fragment is 
passed through the CNN network to obtain the 
fragment vector. The original word vector and its 
corresponding context vector are then spliced 
together and input into the LSTM network. After 
obtaining the sentence vectors, the Manhattan 
distance between the sentence vectors represents the 
semantic text’s similarity. This model attempts to 
combine CNN and LSTM for semantic similarity 
calculation, but it has limitations related to 
fragmented representation, complexity, architecture 
coherence, and suitability for capturing nuanced 
semantic relationships. Thorough evaluation and 
potential adjustments are needed to overcome these 
challenges. 

6.5 Attention-Based 
 

The encoder of the attention-based deep learning 
algorithm uses a self-attention [61] model. Self-
Attention represents the words of the input sentence 
as a pair of <Key, Value>, and each word in the 
target sentence is called Query. Then K (Key), V 
(Value), and Q (Query) can be used to describe how 
to calculate c. The weight of each K corresponding 
to V can be obtained by calculating the correlation 
of Q to each K, which is the attention score. Then, V 
is weighted and summed to obtain the final attention 
vector. The calculation process is shown in Figure 
8. 

A
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Figure 8: Self-attention 

Lin et al. [62] combined bidirectional LSTM 
(BiLSTM) and Self-Attention technology to obtain 
sentence vector representation. Specifically, the 
sentence is passed through the BiLSTM model, and 
the obtained vectors in the two directions at each 
time step are merged into a two-dimensional matrix. 
The weight of each word vector in the sentence is 
then computed through Self-Attention. Finally, the 
sentence vector is obtained by the weighted 
summation of the word vectors. 

This model also uses the Siamese architecture. 
After obtaining the sentence vector, simple feature 
extraction, such as dot product, is performed and fed 
into a multi-layer perceptron to obtain the final 
semantic text similarity. However, its shortcomings 
include the complexity introduced by advanced 
techniques, potential overfitting due to increased 
complexity, and limited interpretability in decision-
making. These factors raise concerns about the 
model's efficiency, generalizability, and practicality. 

The advantages and disadvantages of deep 
learning-based methods are presented in Table 2. 

Table 2: The advantages and disadvantages of deep 
learning-based methods. 

Advantages Disadvantages 

Deep learning-based 
approach 

Data imbalance 

Parameter-sharing 
Difficulty in hyperparameter 

tuning 

Flexibility in encoder 
choice 

Interpretability challenges 

As shown in Table 2, the advantages are (1) Deep 
learning-based approach: These models leverage the 
ability of deep learning methods, which have shown 
outstanding performance in semantic text similarity 
tasks. They can learn complex patterns and 
representations from text data, allowing them to 
capture nuanced semantic similarities between 
sentences. (2) Parameter-sharing: Siamese networks 
utilize parameter sharing between the two identical 
network branches, which can lead to improved 
generalization and reduced model complexity. (3) 
Flexibility in encoder choice: Siamese networks 
support different encoder architectures, such as 
Naïve-Based, CNN-based, RNN-based, 
CNN&RNN-based, and Attention-based. This 
flexibility allows researchers to explore various 
architectural choices and select the one that best suits 
the specific requirements of their task. 

The disadvantages are (1) Data imbalance: When 
training Siamese networks for semantic text 
similarity, it is essential to have a balanced dataset. 
Imbalanced datasets with skewed similarity 
distributions can lead to biased model performance, 
particularly for less-represented similarity classes. 
(2) Difficulty in Hyperparameter Tuning: 
Challenges in Siamese neural networks for text 
similarity arise from the intricate architecture with 
complex layers, including input, encoding, and 
similarity measurement. The challenge lies in 
optimizing hyperparameters, such as the learning 
rate and batch size, as their interdependencies make 
the process intricate, demanding significant 
computational resources and time. (3) 
Interpretability challenges: The particular structure 
of Siamese networks makes interpreting the model's 
inner workings challenging. Understanding why the 
model assigns a particular similarity score or how it 
arrived at a decision can be difficult, limiting its 
interpretability and making it harder to diagnose 
errors or biases. 

7. TRADITIONAL PRETRAINING-BASED 
 

Word2vec is the earliest distributed word vector 
method, containing two models, Continuous Bag-of-
Words (CBOW) and Skip-gram [63]. The basic idea 
is to determine the central word and the size of the 
context window. CBOW predicts the central word 
by the context, and Skip-gram predicts the context 
by the central word. Generally, word vectors are 
generated by self-supervised training models. The 
main problem with word2vec is that it can only 
consider local information, and the local information 
depends on the size of the context window. 
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On the other hand, the Global Vectors (GloVe) 
model [57], constructs a co-occurrence matrix of 
words through a corpus. Then, it uses the probability 
method to obtain the final word vector through the 
co-occurrence matrix. The model synthesizes the 
global corpus and contains part of the global 
information. 

These models reduce the high-dimensional space 
of words to a lower-dimensional space (typically a 
few hundred dimensions). These models, like 
word2vec and GloVe, are trained on large corpora, 
which makes them general-purpose word 
embeddings. They can be used as the initial weights 
of the words for various downstream tasks. 
However, once the model is trained, the word 
embeddings are fixed. These models struggle with 
out-of-vocabulary (OOV) words, which are words 
absent in the training corpus. 

CBOW’s primary limitation is considering only 
local information, influenced by the context window 
size. GloVe, in contrast, constructs word vectors 
through co-occurrence matrices, utilizing 
probability methods on a corpus for a broader 
context. While GloVe offers more global 
information synthesis, it still captures only part of 
the global context. Both models lack a 
comprehensive understanding of long-range 
dependencies and complex semantic relationships 
within language, limiting their ability to represent 
subtle nuances in texts. 

8. STATE-OF-THE-ART PRETRAINING-
BASED 

 

Peters et al. proposed the ELMO model [64], 
which uses a bidirectional language model and two 
double-layer LSTMs as encoders. The dynamic 
word vector is obtained by pre-training on a large 
corpus. Radford et al. proposed the GPT model [65], 
which generates word vectors by combining a one-
direction language model with a Transformer with 
more powerful coding capabilities. Devlin et al. 
proposed the BERT model, which uses the 
Transformer and the mask mechanism [66]. At the 
same time, the prediction "next sentence prediction" 
task is added to the model, thereby generating more 
high-quality word vectors. This model is also one of 
the most commonly used word vectors currently. 
Lan et al. proposed the ALBERT model [67]. They 
present two parameter reduction techniques to 
reduce memory consumption and increase the 
training speed of BERT. Experiments show that this 
model has better scalability than the original BERT. 
Zhang et al. proposed the ERNIE model [68]. They 

use a large-scale text corpus and knowledge graphs 
to train the model, enabling it to utilize vocabulary, 
syntax, and knowledge information fully. 
Experimental results show that ERNIE has 
significantly progressed in various natural language 
processing tasks. 

The strengths of these models lie in their ability to 
capture contextual information from large amounts 
of text data. They learn to represent words and 
sentences based on their surrounding context, 
facilitating understanding of complex language 
nuances. Additionally, these models offer transfer 
learning capabilities, allowing for fine-tuning 
specific downstream tasks with smaller amounts of 
task-specific data. However, these merits come with 
certain drawbacks. First, these models have high 
computational demands; training and fine-tuning 
large-scale pretraining models can be 
computationally intensive and necessitate 
specialized hardware, such as GPUs or TPUs. 
Second, interpreting these models poses a challenge; 
their attention mechanisms and complex 
architectures make it difficult to trace the exact 
sources of information influencing their decisions. 

9. EVALUATION INDICATORS 
 

In the semantic text similarity task, since the 
prediction value and label value are mostly 
continuous values between 0 and 5. Commonly used 
evaluation indicators for this task include the 
Pearson correlation coefficient and Spearman's rank 
correlation coefficient. 

Pearson correlation coefficient is used to measure 
the correlation between two variables, X and Y. 
Calculate the Pearson coefficient r of the vectors X 
and Y according to Equation (1). The value of r is 
the Pearson correlation coefficient. It represents the 
correlation between two vectors, and the value range 
is (−1,1). The closer the value is to 1, the closer the 
predicted value is to the true value. 

𝑟 =
∑  ௡
௜ୀଵ (𝑋௜ − 𝑋ത)(𝑌௜ − 𝑌ത)

ට∑  ௡
௜ୀଵ (𝑋௜ − 𝑋ത)ଶට∑  ௡

௜ୀଵ (𝑌௜ − 𝑌ത)ଶ
(1)

 

Spearman's rank correlation coefficient can be 
regarded as a kind of order or ranking, and the 
coefficient is solved according to the ranking 
position of the original data. The calculation formula 
is shown in Equation (2). The value range of ρ is 
between (−1,1). When evaluating the model, the ρ 
is closer to 1, the better the model's performance. 
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𝜌 = 1 −
6∑𝑑௜

ଶ

𝑛(𝑛ଶ − 1)
(2) 

 
10. CHALLENGES AND FUTURE 

RESEARCH DIRECTIONS 
 

Challenge: Deep learning-based models have 
gained prominence in text similarity measurement 
but often need more interpretability. The 
recommendation for enhancing interpretability is 
rooted in the need for transparency and 
understanding in similarity measurement 
algorithms. Enhancing interpretability can build 
trust and encourage wider adoption of text similarity 
techniques. Directions: Researchers can work 
towards developing new interpretability methods to 
make the decision-making processes of deep 
learning-based models more transparent and 
understandable. This may include interpretable 
model architecture design, visualization techniques, 
and methods for interpreting internal model weights 
and features. 

Challenge: While current methods emphasize 
overall similarity scores, a pressing demand exists 
for finer granularity in text similarity measurement. 
The recommendation stems from the increasing need 
for more detailed information in these assessments, 
as users and applications seek a profound 
comprehension of text relationships. Developing 
techniques for fine-grained measurement allows for 
a more nuanced capture and utilization of 
similarities. Directions: Researchers can explore 
techniques that enable the decomposition of overall 
similarity scores into sub-aspects or components. 
This involves breaking down the similarity 
assessment into finer categories, allowing for a more 
detailed understanding of specific aspects of 
similarity between texts. Establishing benchmark 
datasets and evaluation metrics designed for fine-
grained similarity measurement is essential. This 
ensures standardized testing and facilitates the 
comparison of different models, fostering 
advancements in the field. 

Challenge: The emergence of multimodal data, 
such as text, images, audio, and video, presents a 
new frontier in text similarity measurement. The 
basis for this recommended research is recognizing 
that combining different media types can unlock 
unique semantic similarity assessment possibilities. 
Directions: Researchers can integrate multimodal 
data to explore interactions and connections between 
textual and non-textual information, developing 
models that can effectively leverage multiple 

modalities and capture their interactions. Investigate 
fusion techniques to combine information from 
different modalities effectively. This includes 
exploring strategies for feature fusion, decision 
fusion, and attention mechanisms to optimize 
multimodal data integration for similarity 
measurement. 

11. CONCLUSIONS 
 

This paper presents a comprehensive analysis of 
semantic text similarity measurement methods in 
NLP. Classic and recent approaches are 
systematically examined, and a classification system 
is developed encompassing string-based, corpus-
based, knowledge-based, deep learning-based, 
traditional pretraining-based, and state-of-the-art 
pretraining-based methods. 

By researching each method, their strengths and 
weaknesses are emphasized. String-based 
approaches present simplicity and efficiency, but the 
text's semantics may need to be recovered. Corpus-
based methods depend on large-scale text resources 
to extract statistical patterns but may be limited by 
the quality of the corpus. Knowledge-based 
techniques utilize knowledge base to enhance 
semantic understanding, but there are challenges in 
knowledge acquisition and expression. Deep 
learning-based methods are outstanding at capturing 
complex semantic relationships but require large 
amounts of annotated data and computational 
resources. Traditional pretraining-based approaches, 
such as Word2Vec and GloVe, have paved the way 
for the following improvements but may need to 
capture contextual information fully. State-of-the-art 
pretraining-based models like BERT and GPT have 
shown superior performance by leveraging 
transformer architectures and large-scale datasets. 

Upon critical self-evaluation, several areas of 
improvement and unresolved questions emerge. 
Firstly, while Google Scholar is a valuable resource, 
exploring alternative academic databases could offer 
a more comprehensive literature review. Secondly, 
although our discussions on methodological 
strengths and weaknesses are thorough, additional 
in-depth analyses could contribute to a more 
comprehensive understanding for readers. Lastly, 
while our discussion on future research directions is 
comprehensive, a more nuanced consideration of the 
latest trends and challenges in the field would further 
strengthen the conclusions. 

Acknowledging these areas for improvement and 
remaining open to further exploration, the aim is to 
enhance this study's academic and practical impact. 
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This research contributes to advancing the semantic 
text similarity measurement field and seeks to serve 
as a foundation for future research and applications. 
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