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ABSTRACT 
 

The prediction model developing with better performance can be used for early detection of heart disease and 
stroke for first step healthy care. Improving the performance of this prediction model is related to solving 
problems in terms of convergence, overfitting and underfitting. This research aims to develop a prediction 
model using ANFIS (Adaptive Neuro-Fuzzy Inference System) to detect early heart disease and stroke. The 
dataset used consists of 500 data with 12 features, covering various risk factors such as blood sugar levels 
(blood sugar), cholesterol, uric acid, systolic blood pressure, diastolic blood pressure, body mass index 
(BMI), age, smoking habits, lifestyle, genetic factors and gender and 1 label feature. The prediction model 
with ANFIS is implemented in three different models with varying learning rates to increase accuracy and 
prediction performance. In this research, Model 1 used a percentage of 60% training data and 40% testing 
data. Model 2 used a percentage of 70% training data and 30% testing data, while Model 3 used a percentage 
of 80% training data and 20% testing data. All three models show good accuracy and performance, namely 
above 89%. Model 2 has an accuracy value for training data of 0.980000, while for testing data it is 0.913333, 
showing the best performance compared to Models 1 and 3. Furthermore, learning rate variations were carried 
out on Model 2 with values of 0.01, 0.05, 0.1, 0.2, and 0.5. The best prediction process was obtained at a 
learning rate of 0.1. The Root Mean Square Error (RMSE) value for the training data is 0.050727, with an 
accuracy value of 0.985714, and an F1-Score value of 0.990253. Meanwhile, for testing data, the RMSE is 
0.537474, with an accuracy value of 0.900000, and an F1-Score value of 0.928910. Thus, it can be concluded 
that the best model in this research is Model 2 with a learning rate of 0.1. 

Keywords: Improvement Prediction Model, ANFIS, Dataset 
 
1. INTRODUCTION  
 

The implementation of data science has penetrated 
various aspects of daily life. One of its functions is 
to create prediction models. The surge in data, 
especially its volume and speed, requires processing 
to obtain the necessary information, knowledge, and 
decisions. Prediction model is an important tool in 
processing data. The application of prediction 
models is very diverse, covering the fields of 
weather, energy, education, health, and many other 
fields [1], [2] Prediction models have advantages, 
but there is still room for improvement to solve 
several frequent issues. Underfitting, overfitting, 
lack of clean and representative data, and picking 
irrelevant characteristics are common prediction 
model issues. Feature correlation, scalability 

difficulties, data distribution variances, and 
processing limits are other challenges. Important 
parties must cooperate to overcome this. This 
challenge requires computational stages including 
model selection, data pre-processing, and model 
performance evaluation [1], [3], [4] . 

Machine learning is widely used in developing 
prediction models by combining various methods or 
algorithms [5]. Examples of common algorithms for 
prediction include artificial neural networks, fuzzy 
inference systems, and support vector machines 
(SVM). Combining two or more algorithms aims to 
improve the performance of the prediction model. 
Adaptive Neuro-Fuzzy Inference System (ANFIS) is 
a combination of a fuzzy inference system and 
artificial neural networks. ANFIS can learn from 
data to form fuzzy rules and perform inference [6], 
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[7]  The ANFIS development process includes data 
separation, classification, fuzzy rule formation, 
inference, defuzzification, model training, 
validation, testing, and optimization. ANFIS has 
advantages in prediction, but there are several 
weaknesses that need to be considered such as model 
complexity, sensitivity to membership function 
selection, large data limitations, risk of overfitting, 
and so on [6], [8]– [11] 

The main problems in the health system both at 
home and abroad are heart disease and stroke. Heart 
disease and stroke are two serious and common 
health conditions. Both fall into the group of 
cardiovascular diseases, which involve problems 
with the blood vessels and heart [12], [13]. 
Cardiovascular disease is related to factors such as 
blood pressure, blood sugar, urine acidity, heredity, 
lifestyle, and obesity, which can be classified into 
non-clinical or clinical. Nonclinical factors require 
more challenging data collection. Early detection of 
cardiovascular disease can reduce costs and simplify 
treatment. Prediction models, such as ANFIS, can be 
used for simple and affordable early identification of 
these diseases. Selection of datasets for early 
detection must consider sample proportion and 
validity. Machine learning techniques can also be 
applied to cardiovascular disease prediction models 
[12], [14]– [16]. 

This study focuses on the development and 
implementation of ANFIS as a prediction model 
because of its ability to combine fuzzy logic and 
neural network learning. ANFIS has flexibility in 
knowledge representation, and adaptive learning 
capabilities, and can handle uncertain and non-linear 
data. Despite its advantages, this study also 
addresses the weaknesses of ANFIS, such as 
underfitting, overfitting, and difficult convergence. 
Solutions to these problems include variations in 
data separation for training and testing, as well as 
variations in adaptive learning parameters, including 
learning rate, to achieve optimal results. 

2. PREDICTION MODEL USING ANFIS 

Developing the prediction model involves the use 
of data sets and machine learning, especially ANFIS. 
Model performance is influenced by valid and 
representative data sets, as well as the choice of anfis 
architecture, especially relevant parameters. 

2.1 Data Set 

The data obtained from the X Surakarta hospital is 
500. This data includes data on heart disease and 
stroke patients consisting of patient ID, blood sugar, 
cholesterol, uric acid, systolic, diastolic BMI, age, 

smoking, physical activities, lifestyle, genetics, and 
sex. Data on heart disease and stroke patients from 
the X Surakarta hospital can be seen in Table 3.1 
below: 

Table 1: Data on heart disease and stroke 

N
o 

Blo
od 
sug
ar 

Cholest
erol 

Uri
c 
Aci
d 

Systo
lic 

… Gene
tic 

outp
ut 

1 228 112 14 138 … 0 1 
2 160 108 3 196 … 0 1 
3 80 212 10 190 … 0 1 
4 344 75 11 140 … 0 1 
5 102 265 3 150 … 0 1 
6 110 72 12 120 … 0 1 
7 140 120 4 130 … 1 1 
8 152 100 8 182 … 0 1 
9 132 183 12 148 … 0 1 

10 112 154 9 110 … 0 1 
11 106 260 8 165 … 0 1 
12 204 220 8 140 … 0 1 
13 180 120 6 137 … 0 1 
14 111 148 5 138 … 1 1 
15 172 229 5 180 … 0 1 
16 122 150 7 144 … 0 1 
17 108 44 9 132 … 0 1 
18 206 113 11 150 … 0 1 
19 166 235 7 120 … 0 1 
20 114 189 5 127 … 1 1 
… … … … … … … … 
49
5 

115 205 6 115 … 0 1 

49
6 

116 200 4 120 … 0 0 

49
7 

145 180 4 112 … 0 0 

49
8 

156 216 6 136 … 0 1 

49
9 

112 215 5 143 … 0 1 

50
0 

190 300 6 140 … 1 1 

 
2.2 Adaptive Neuro-Fuzzy Inference System 
 

The Sugeno rule-based fuzzy inference model and 
the Adaptive Neuro Fuzzy Inference System 
(ANFIS) model are functionally comparable. With a 
few exceptions, the design of ANFIS is identical to a 
radial-function artificial neural network. The rules in 
ANFIS are also flexible [17]–[19]. The following 
requirements must be met so that networks with 
radial functions can be compared with first-order 
Sugeno models based on fuzzy rules [17], [19]. To 
produce all their outputs, rules must use the same 
aggregation technique, such as weighted average or 
weighted sum. 
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The number of fuzzy rules and activation 
functions must be the same. Every activation 
function requires a membership function for each 
input, especially if the rule base has more than one 
entry. The fuzzy rules and activation functions must 
be consistent with the rules and neurons on the 
output side.  

 

Figure 1: Architecture ANFIS 

Suppose there are 2 inputs x1, x2 and output y. 
There are 2 rules in the rule base of the Sugeno 
model: 

If x1 is A1 and x2 is B1 Then y1 = C11x1 + C12x1 
+ C10 

If x1 is A1 and x2 is B2 Then y2 = C21x2 + C22x2 
+ C20 

If predicates for rules are w1 and w2, then the 
weighted average can be calculated by: 

= = 𝑤 𝑦 + 𝑤 𝑦          (1) 

The ANFIS network consists of layers as shown 
in Figure 2. above. These layers are [17], [19] 

a. The 1st layers 

Each neuron in the first layer is adaptive to the 
parameters of an activation function. The output of 
each neuron is membership degree given by the input 
membership function, namely: 

𝜇(𝑥) =         (2) 

Where a, b and c are parameters called premise 
parameters.     

b. The 2nd Layer 

Each neuron in the second layer is a fixed neuron 
whose output is from the input. The AND operator is 
usually used. Each node represents predicate of the 
rules in the system. 

𝑤 = ∏ 𝜇 = 𝜇 . 𝜇 .𝜇 … 𝜇         (3) 

c. The 3th Layer 

Each neuron in the third layer is a fixed node 
which is the result of calculating the ratio of 
predicates (w) from rules to the total number of 
predicates. 

𝑤 =
∑

=
⋯

            (4) 

d. The 4th Layer 

Each neuron in the fourth layer is an adaptive node 
to an output. 

𝑤 . 𝑦 = 𝑤 (𝑐 . 𝑥 + 𝑐 . 𝑥 + 𝑐 . 𝑥 + ⋯ +
𝑐 . 𝑥 + 𝑐                         (5) 

Where 𝑤  is the normalized firing strength in the 
third layer and cij are the parameters of the neuron 
The parameters on the neurons are called consequent 
parameters. 

e. The 5th Layer 

Each neuron in the fifth layer is a fixed node which 
is the sum of all inputs. 

3. RESEARCH METHOD 

The purpose of this study is to create and evaluate 
an ANFIS-based prediction model. There were four 
stages of this study. Figure 2 illustrates this 
research's stages: 

 

Figure 2: Research Method Diagram 
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3.1 Data Colleting and Data Processing 

In this study, data was collected from various 
clinics, hospitals, and respondents. After obtaining 
the data, a tracking and data cleaning process is 
carried out to eliminate missing or incomplete data. 
Next, the data is corrected and completed, forming 
the data processing stage. At the data processing 
stage, percentage division is carried out between 
training data and testing data. The total amount of 
data processed in this research was 500 data.  

3.2 ANFIS Development 

In this research, ANFIS was developed with three 
models using 500 data sets which were divided into 
training data and test data. The percentage of training 
and test data sharing for each model is different. 
Model 1 uses 60% training data and 40% test data, 
Model 2 uses 70% training data and 30% test data, 
while Model 3 uses 80% training data and 20% test 
data. The membership function used is Gaussian, and 
ANFIS development was carried out with Python 
software. The number of epochs in training is 1000, 
with learning rate variations of 0.01, 0.05, 0.1, 0.2, 
and 0.5. 

Table 2: Variations of learning rate 

Model Data set Learning Rate 

0.01 0.05 0.1 0.2 0.5 

Model 1 60% 
training 
data and 
40% test 
data 

     

Model 2 70% 
training 
data and 
30% test 
data 

     

Model 3 80% 
training 
data and 
20% test 
data 

     

 

 3.3 Testing Method 

This research uses a combination of appropriate 
evaluation metrics to assess the performance of the 
ANFIS model, namely including prediction errors 
with Root Mean Square Error (RMSE), accuracy, 
and F1-Score. 

a. RMSE 

Root Mean Square Error (RMSE). This is an 
evaluation metric that measures the extent of the 

difference between the predicted value and the actual 
value, as explained earlier. 

The RMSE formula: 

𝑅𝑀𝑆𝐸 =  
∑ ( )

         (6) 

Where: 

N is number of datasets; Yi is the real value or 
label form dataset and Y out the prediction value 
form ANFIS process. 

b. Accuracy 

Accuracy is an evaluation metric that measures the 
extent to which a model can predict correctly. The 
accuracy formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
)

                       (7) 

c. Precision 

Precision is one of the model performance 
evaluation metrics in the context of classification. 
Precision measures the extent to which the positive 
predictions made by the model are correct or relevant 
[20]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
)

                                     (8) 

d. Recall 

Recall is a classification model performance 
evaluation metric that measures the extent to which 
the model is able to capture or detect all true positive 
cases [21] 

𝑅𝑒𝑐𝑎𝑙𝑙 =
)

                       (9) 

e. F1-Score 

F1-score is a metric that combines precision and 
recall. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥
  )

      (10) 

Where: 

TP: True Positive 

TN: True Negative 

N: Number of data 

FP: False Positive 

FN: False Negative 

4. RESULT AND DISCUSSION 

This research implements an Adaptive Neuro-
Fuzzy Inference System (ANFIS) for three models 
(Model 1, Model 2, and Model 3) that are trained for 



Journal of Theoretical and Applied Information Technology 
15th March 2024. Vol.102. No 5 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1667 

 

1000 epochs at 0.01. To assess prediction 
performance, these models were compared by 
RMSE, accuracy, and F1-Score. 

4.1 Result 

In this research, ANFIS was implemented by 
creating three models using 500 data sets. The data 
is divided into two parts, namely training data and 
testing data. The percentage of training data and 
testing data from the three models is different. Model 
1 uses a percentage of 60% training data and 40% 
testing data. Model 2 uses a percentage of 70% 
training data and 30% testing data, while Model 3 
uses a percentage of 80% training data and 20% 
testing data. 

4.1.1 ANFIS Implementation to Model 1 

ANFIS Implementation model 1 uses a percentage 
of 60% training data and 40% testing data. The 
training dataset is 60% of 500 datasets, totaling 300 
data, while the testing dataset is 40% of 500 datasets, 
totaling 200 data.  

The results of Model 1 can be explained in Table 3 
 

Table 3: The result of model 1 with epochs 1000 and 
learning rate 0.01 

MODEL 1  
(Epochs 1000, LR = 0.01) 

DATA
SET 

RM
SE 

ACC
URA
CY 

F1-
SCOR

E 

PREC
ISION 

REC
ALL 

Trainin
g Data  

0.09
3861 

 

0.94
0000 

 

0.9594
59 

 

0.9551
57 

 

0.96
3801 

 
Testing 

Data 
0.29
5204 

 

0.89
0000 

 

0.9230
77 

 

0.9496
40 

 

0.89
7959 

 

 
As seen in Table 3, the results of calculating the 

accuracy, F1-Score, precision and recall values on 
the training data and testing dataset show that the 
values of accuracy, F1-score, precision and recall on 
the testing data are smaller than the values in the 
training data. This means the model tends to be better 
at generalizing from the training data than the testing 
data, which may indicate fitting in the model.  

For RMSE values on training data that are smaller 
than RMSE values on testing data, this indicates that 
the training data performs better in evaluating 
prediction errors compared to testing data. 

4.1.2 ANFIS Implementation to Model 2 

ANFIS implementation to Model 2 with 
comparison training data and testing data 70%: 30%. 

The training dataset is 70% of 500 datasets, totaling 
350 data, while the testing dataset is 30% of 500 
datasets, totaling 150 data.  

The results of Model 2 can be explained in Table 4 
 

Table 4 :The result of model 2 with epochs 1000 and 
learning rate 0.01 

MODEL 2 
(Epochs 1000, LR = 0.01) 

DAT
ASE

T 
RMSE 

ACCUR
ACY 

F1-
SCO
RE 

PREC
ISION 

RECAL
L 

Trai
ning 
Data 

0.0552
95 

0.980000 
0.98
6460 

0.9845
56 

0.988372 

Testi
ng 
Data 

0.2883
01 

0.913333 
0.94
0092 

0.9532
71 

0.927273 

 
Table displays the results of calculating the 

accuracy, F1-score, precision and recall values on 
the training data and testing dataset, showing that the 
values of accuracy, F1-score, precision and recall on 
the testing data are smaller than the values in the 
training data. This means the model tends to be better 
at generalizing from the training data than the testing 
data, which may indicate fitting in the model. 

For RMSE values on training data that are smaller 
than RMSE values on testing data, this indicates that 
the training data performs better in evaluating 
prediction errors compared to testing data. 

4.1.3 ANFIS Implementation to Model 3 

ANFIS implementation to Model 3 with 
comparison training data and testing data 80%:20%. 
The training dataset is 80% of 500 datasets, totaling 
400 data, while the testing dataset is 20% of 500 
datasets, totaling 100 data. 

The results of Model 3 can be explained in Table 
5 

Table 5: The result of model 3 with epochs 1000 and 
leaning rate 0.01 

MODEL 3 
(Epochs 1000, LR = 0.01) 

DATA
SET 

RM
SE 

ACCU
RACY 

F1-
SCOR
E 

PREC
ISION 

REC
ALL 



Journal of Theoretical and Applied Information Technology 
15th March 2024. Vol.102. No 5 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1668 

 

Trainin
g Data 

0.10
5016 

0.9350
00 

0.9572
37 

0.9267
52 

0.98
9796 

Testing 
Data 

0.33
9483 

0.9000
00 

0.9333
33 

0.9210
53 

0.94
5946 

 
The comprehensive documentation of the 

accuracy, F1-score, precision, and recall values 
computed on both the training and test datasets can 
be found in Table 5. 

According to the data shown in Table 4, it can be 
observed that the accuracy, F1-score, precision, and 
recall metrics exhibit lower values in the testing data 
compared to the corresponding values in the training 
data. The observed phenomenon suggests that the 
model exhibits a higher degree of generalization 
towards the training data compared to the testing 
data, hence implying a favorable level of model 
fitting. 

The root mean square error (RMSE) value 
observed on the training data is lower than the RMSE 
value observed on the test data, suggesting that the 
training data exhibits superior performance in 
assessing prediction errors when compared to the test 
data. 

4.2 Discussion 

This subsection examines the comparison of 
RMSE, accuracy, and F1-score values for Model 1, 
Model 2, and Model 3 

4.2.1 Comparison of RMSE For Model 1,2 and 3 

Refer to Table 6 for more information regarding 
the comparison values of the RMSE for Models 1, 2, 
and 3. 

Table 6 :  The result of comparing RMSE model 1,2 and 
3 

DATASET Epochs 1000, LR=0.01 
RMSE 

MODEL 1 MODEL 2 MODEL 3 
Training Data 0.093861 0.055295 0.105016 
Testing Data 0.295204 0.288301 0.339483 

 
In graphical form, a comparison values RMSE of 

models 1,2 and 3 can be seen in Figure 3 

 

 
Figure 3: RMSE Comparison of model 1,2 and 3 

The model with the smallest root mean square 
error (RMSE) value is Model 2, with values of 
0.055295 and 0.288301 for training and testing data, 
as illustrated in Figure 4.2. This shows that Model 2 
performs better than Model 1 and Model 3. Model 2 
has the ability to function as a prediction model. 

 
4.2.2 Comparison of Accuracy for Model 1,2 and 
3 

Comparing accuracy values constitutes the 
following discussion. The comparison of accuracy 
values for models 1, 2, and 3 is detailed in Table 7 
which should be studied carefully. 

Table 7 : The result of comparing accuracy model 1,2 
and 3 

DATASET Epochs 1000, LR=0.01 

ACCURACY 

MODEL 1 MODEL 2 MODEL 3 

Training Data 0.940000 0.980000 0.935000 

Testing Data 0.890000 0.913333 0.900000 

 
In graphical form, a comparison values accuracy 

of models 1,2 and 3 can be seen in Figure 4. 

 
Figure 4: Accuracy comparison of model 1,2 and 3 

Figure 4 shows that Model 2 displays the highest 
accuracy value. The accuracy value on the training 
data was recorded as 0.980000, while the accuracy 
value on the testing data was recorded as 0.913333. 

0.093861
0.055295

0.105016

0.295204 0.288301
0.339483

0.000000

0.200000

0.400000

MODEL 1 MODEL 2 MODEL 3

Training Data Testing Data

0.940000
0.980000

0.935000

0.890000
0.913333 0.900000

0.800000

0.850000

0.900000

0.950000

1.000000

MODEL 1 MODEL 2 MODEL 3

Training Data Testing Data
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This means that Model 2 can be viewed as the 
optimal choice for evaluating classification errors. 
 
4.2.3 Comparison of F1-Score for Model 1,2 and 
3 

A discussion of comparing F1-score values 
comprises the subsequent content. The evaluation of 
F1-score values for models 1, 2, and 3 can be found 
completely in Table 8. 

Table 8: The result of comparing F1-score model 
1,2 and 3 

DATASET Epochs 1000, LR=0.01 

F1-SCORE 

MODEL 1 MODEL 2 MODEL 3 

Training Data 0.959459 0.986460 0.957237 

Testing Data 0.923077 0.940092 0.933333 

 
Figure 5 shows a graphical representation that 

allows for the comparison of the F1-score values of 
models 1, 2, and 3. 

 
Figure 5: F1-score comparison of model 1,2 and 3 

Model 2 presents the maximum F1-score value, as 
represented in Figure 5. The training data presents an 
accuracy value of 0.986460, whereas the testing data 
demonstrates an accuracy value of 0.940092. It 
means that Model 2 may be considered the most 
suitable option for assessing classification errors. 

The separation of the dataset into training data and 
testing data affects the convergence of the prediction 
model. If the size of the training data is too large 
compared to the testing data, it can cause overfitting, 
if the training data is smaller than the testing data, 
prediction model will be under fitting [22]. Dataset 
separation can also affect the variability of prediction 
model performance. In this research, model 1 used a 
percentage of 60% training data and 40% testing 
data. Model 2 used a percentage of 70% training data 
and 30% testing data, while Model 3 used a 
percentage of 80% training data and 20% testing 
data. All three models showed good accuracy and 
performance, namely above 89%. However, model 2 

with 70% for training data and 30% for testing data 
produces the most optimal accuracy, namely above 
90%. 

4.2.4 Relationship Learning Rate And, ANFIS 
Process  

The relationship between the learning rate and the 
ANFIS process in heart disease and stroke prediction 
models is very important in improving model 
performance. The exact learning rate can influence 
how quickly or slowly ANFIS can converge to good 
results. In the context of ANFIS, the learning 
algorithm that is generally used is the gradient 
descent method. The goal of this algorithm is to 
optimize the objective function by updating the 
weights and model parameters little by little in a 
direction that reduces the value of the objective 
function. Learning rate in this case determines how 
many learning steps are taken in each iteration. If the 
learning rate is too large, the optimization may jump 
past the minimum or maximum point (depending on 
whether you are looking for the minimum or 
maximum value). On the other hand, if the learning 
rate is too small, the optimization process will run 
very slowly and may get stuck in a local minimum. 
The role of the learning rate in ANFIS is in updating 
premise parameters, as in the formula below: 

∆𝑎 = 𝜂. 𝜀. 𝑎 . 𝑥           (6) 

∆𝑐 = 𝜂. 𝜀. 𝑐 . 𝑥            (7) 

Determining the optimal learning rate value is an 
important task and often requires experimentation 
and experience-based adjustments to each specific 
problem. There is no universal or optimal learning 
rate value for all cases. Choosing the right learning 
rate value can greatly influence the performance of 
the learning algorithm. In this research, ANFIS has 
been implemented with several learning rate values. 
Model 2 was used to ANFIS implementation using 
learning rate with value: 0.01, 0.05, 0.1, 0.2 and 0.5. 
The results of the ANFIS implementation are 
detailed in Table 9: 

Table 9: ANFIS Implementation using learning 
with value 0.01, 0.05, 0.1, 0.2 and 0.5 

 
LEA
RNIN
G 
RAT
E 

MODEL 2 
TRAINING DATA TESTING DATA 
RM
SE 

ACC
URA
CY 

F1-
SC
OR
E 

RM
SE 

ACC
URA
CY 

F1-
SC
OR
E 

0.01 0.05
529
5 

0.9800
00 

0.98
646
0 

0.28
830
1 

0.9133
33 

0.94
009
2 

0.959459
0.986460

0.957237

0.923077
0.940092 0.933333

0.850000

0.900000

0.950000

1.000000

MODEL 1 MODEL 2 MODEL 3

Training Data Testing Data
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0.05 0.05
314
6 

0.9885
71 

0.92
452
8 

0.32
974
7 

0.8933
33 

0.99
221
8 

0.1 0.05
072
7 

0.9857
14 

0.99
025
3 

0.53
747
4 

0.9000
00 

0.92
891
0 

0.2 0.11
468
9 

0.9600
00 

0.97
276
3 

0.33
182
8 

0.8800
00 

0.91
666
7 

0.5 0.14
880
7 

0.9428
57 

0.96
124
0 

0.25
496
9 

0.8933
33 

0.92
660
6 

 

The relationship between learning rate and RMSE 
in graphical form can be seen in Figure 6 : 

 

Figure 6: Relationship learning rate of RMSE 

Learning rate is an important parameter in training 
prediction models. Determining the appropriate 
learning rate has a significant impact on the 
convergence of the prediction model. Usually, the 
learning rate value is in the range 0 to 1. If the 
learning rate value is bigger, it can cause rapid 
convergence, but often makes determining the global 
minimum difficult [23]– [25]. This condition can 
also cause oscillations or overshooting. On the other 
hand, a learning rate value that is lower can make 
convergence very slow, increase computational 
costs, and make the model stuck at a local minimum. 

In this study, a variation of learning rate was used 
for Model 2, which showed the best accuracy. This 
variation helps determine the optimal learning rate 
value in the prediction process. The learning rates 
tested for Model 2 are 0.01, 0.05, 0.1, 0.2, and 0.5. 
The test results show that the best prediction model 
performance is achieved at a learning rate of 0.05. 

5.CONCLUTION 

The prediction model used ANFIS with a dataset 
containing 500 observations and features that 
include the risk factors of heart disease and stroke. 
These features include blood sugar, cholesterol, uric 
acid, systolic, diastolic BMI, age, smoking, physical 
activity, lifestyle, genetics, and gender. After that, 

data processing was carried out on the dataset, then 
the dataset was divided into two parts: training data 
and testing data. Data division is carried out in three 
different models. The first model uses 60% of the 
data as training and 40% as testing. The second 
model uses 70% training and 30% testing, while the 
third model uses 80% training and 20% testing. In 
the testing stage, model performance was measured 
using RMSE, accuracy and F1-score metrics. From 
the test results, Model 2 shows the best performance 
compared to Models 1 and 3. Next, variations in the 
learning rate ware carried out on Model 2 with values 
of 0.01, 0.05, 0.1, 0.2, and 0.5. The best prediction 
process results were obtained at a learning rate of 
0.1. Therefore, it can be concluded that the best 
model in this research is Model 2 with a learning rate 
of 0.1. 
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