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ABSTRACT 

 

Alzheimer's disease (AD) represents a significant and growing concern worldwide, particularly among 
older adults, as it remains the leading cause of dementia. The increasing incidence rates of AD, along with 
its profound impact on individuals, families, and healthcare systems, highlight the urgent need for effective 
diagnostic tools. AD is characterized by progressive neurodegenerative changes within the brain, making 
early detection critical for effective treatment and minimizing potential damage. Given the challenges of 
predicting AD in its initial stages, this research explores various Machine Learning (ML) models, including 
Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosting (XGBoost), to develop 
accurate prediction models. Utilizing datasets from Kaggle, this study employs two distinct feature 
extraction methods: Local Binary Patterns (LBP) and Discrete Wavelet Transform (DWT). Both feature 
sets are fed into ML models, and the performance of these models is evaluated using essential metrics, 
including accuracy, precision, F1 score, True Positive Rate (TPR), True Negative Rate (TNR), False 
Positive Rate (FPR), and False Negative Rate (FNR).Among the six evaluated models, the combination of 
the XGBOOST model with DWT features stood out, proving to be the most effective in predicting 
Alzheimer's Disease emerging as the standout performer, achieving the highest accuracy rate of 97.88%. 
This research underscores the potential of ML in early AD detection, offering a promising avenue for 
improving patient outcomes and alleviating the societal, financial, and economic burdens associated with 
this devastating condition. 

Keywords: Alzheimer, Kaggle, Local Binary Pattern, Discrete Wavelet Transform, Machine Learning, 
XGBoost, Accuracy 

 

1. INTRODUCTION  

The human brain, an incredibly intricate 
organ within the body, serves numerous crucial 
functions, such as generating ideas, solving 
problems, making decisions, fostering creative 
thinking, and storing and recalling memories. Of 
these functions, memory plays a particularly vital 
role as it acts as a repository for our life 
experiences, significantly influencing our character 
and identity. The experience of memory loss, often 
associated with conditions like dementia, can be 
profoundly distressing. Specifically, Alzheimer's 
disease (AD) stands out as the most prevalent form 
of dementia, and as individuals grow older, the fear 
of developing Alzheimer's becomes increasingly 
intense [1]. AD progressively harms brain cells, 
leading to a disconnection from one's surroundings, 

the loss of cherished memories, childhood 
recollections, the ability to recognize family 
members, and even basic skills like following 
instructions [2, 3].Advanced stages bring about the 
loss of abilities like swallowing, coughing, and 
breathing [4]. Dementia affects around 50 million 
individuals globally, with the associated healthcare 
and social care costs ranking as equivalent to the 
18th largest economy in the world. Additionally, it 
is estimated that by the year 2050, the yearly count 
of newly diagnosed AD and dementia cases will 
increase threefold, reaching a total of 152 million 
cases [5]. This translates to a new case of dementia 
occurring approximately every 3 seconds. 
Diagnosing AD can be challenging due to 
symptoms that resemble those of typical aging or 
vascular dementia (VD) [6]. Early and accurate 
diagnosis is crucial for efforts related to prevention, 
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treatment, and patient management, as it allows for 
the monitoring of disease advancement [7, 8]. 

 
Images play a crucial role across various 

scientific domains, with medical imaging emerging 
as a potent tool for comprehending brain functions. 
Magnetic Resonance Imaging (MRI) is employed in 
medical diagnostics to visualize the brain's structure 
and functionality [9]. Physicians assess AD 
symptoms and conduct various tests to diagnose 
dementia, including laboratory tests, brain imaging, 
and memory assessments. These tests are helpful in 
eliminating the possibility of other conditions with 
comparable symptoms. MRI scans can identify 
abnormalities in the brain associated with mild 
cognitive impairment (MCI) and forecast which 
MCI patients are at a higher risk of developing AD 
in the future. With the progression of technology 
and the increasing availability of brain imaging 
data, machine learning (ML) and deep learning 
(DL) are assuming an ever more significant role in 
extracting precise and relevant data. Consequently, 
this allows for accurate predictions of AD based on 
brain imaging information. Numerous research 
initiatives concentrate on utilizing brain imaging to 
detect AD, employing various ML techniques for 
AD classification. The research typically comprises 
three stages: 1) the collection and processing of 
images, 2) feature extraction from these processed 
images, and 3) the development and evaluation of 
classification models. 

 
The format of the paper is as outlined 

below: Section 2 examines previous studies on 
AD diagnosis and categorization, Section 3 
describes the theoretical concept of feature 
extraction and ML algorithm, Section 4 shows 
experimental results and evaluations, and Section 5 
concludes the paper by addressing possible future 
areas of study. 

2. LITERATURE SURVEY 

In the realm of AD detection and 
classification using ML and DL techniques, several 
noteworthy studies have been conducted and 
presented in this section. According to a study [11], 
the primary objective was to create an effective 
computational approach to pre-process and 
categorize AD, particularly in its initial phases. The 
study utilized multifractal geometry to capture the 
most dynamic characteristics linked to AD. 
Following that, a machine learning algorithm 
known as K-Nearest Neighbour (KNN) was utilized 
to classify the four principal early stages of AD. 
The method achieved exceptional results, with a 

higher rate of accuracy and sensitivity than recently 
developed methods. Research work by [12] aimed 
to detect and classify AD using KNN classifiers. 
Two groups were involved, medium and Weighted 
KNN classifiers, each consisting of 30 samples. 
The data set was sourced from kaggle.com, 
containing Alzheimer's and normal conditions. The 
study measured classifier performance and 
Weighted KNN classifiers demonstrating 
substantial superiority in AD identification and 
classification. In the paper [13], an improved 
lightweight DL model for AD detection was 
proposed, utilizing MRI images. This model 
combined feature extraction and classification into 
a single stage, simplifying the system with only 
seven layers. The approach achieved high accuracy 
for binary and multi-classification tasks, surpassing 
previous models, using a Kaggle dataset with a 
limited size. 

 
The research [14] presented a hybrid KNN 

and SVM for the early identification of 
Alzheimer and Parkinson's disease. This technique 
combined the best features of parametric and non-
parametric techniques, resulting in superior 
classification accuracy. Testing on ADNI, OASIS, 
and NTUA PD datasets demonstrated superior 
accuracy and specificity compared to popular DL 
algorithms. In the study [15], a hybrid model 
integrating Particle Swarm Optimisation (PSO) and 
Convolutional Neural Networks (CNNs) was 
presented for AD detection. The accuracy for brain 
illnesses was enhanced by using PSO to optimize 
CNN hyper-parameters, and the loss function 
score was minimized. Experiments with benchmark 
datasets demonstrated the model's superior 
accuracy rates. Experiment [16] utilized MRI 
images and clinical data from the AD 
Neuroimaging Initiative dataset to detect different 
stages of Alzheimer's and predict the conversion 
from MCI to Alzheimer's. Various ML and DL 
techniques were applied, achieving binary and 
multi-classification of AD, Late MCI, Early 
Cognitive Impairment, and Cognitive Control. In 
the study [17], an advanced DL-based system was 
introduced to detect AD early. Using a substantial 
MRI sample with normal and affected subjects, the 
study successfully classified subjects into three 
classes: MCI, AD, and Normal. Various 
classification approaches, including SVM and Deep 
Neural Network (DNN) algorithms, achieved 
impressive accuracy levels, ranging from 80% to 
90%, in predicting AD. The research emphasizes 
the potential of highly accurate computational-
automated ML tools for early disease diagnosis. 
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Study [18] presented four systems 

designed to track various stages of AD 
development. These systems employed different 
methodologies and materials. The first system used 
feed-forward neural networks (FFNN)and artificial 
neural networks (ANNs) based on hybrid feature 
extraction methods. The second system employed 
two pre-trained DL models, AlexNet and ResNet-
18. The subsequent system used a combination of 
ResNet-18 and AlexNet algorithms to retrieve 
features from a dataset, and SVM for 
categorization. Hybrid ANN/FFNN algorithms 
were utilized in the final system. All of these 
methods have shown impressive efficacy for the 
initial AD diagnosis. The study [19] investigated 
the use of DL architectures for the categorization of 
brain areas identified using Automated Anatomical 
Labelling (AAL). For training deep belief networks, 
images of grey matter (GM) were segmented into 
3D patches using AAL-defined areas. These 
networks were then combined into an ensemble to 
construct a robust categorization framework. Using 
a large dataset from the Alzheimer's Disease Neuro 
imaging Initiative (ADNI), the approach was able 
to successfully categorize people with MCI and 
distinguish between normal and AD images. In the 
study [20], neuroimaging modalities were used to 
investigate the efficacy of longitudinal data 
analysis, AI, and ML techniques. The importance of 
extracting features from neuroimaging data, 
pinpointing sensitive brain areas, and determining 
biomarker cut-off values was highlighted. The 
study's primary objective was to refine automated 
methods for detecting the onset of AD disease and 
better understanding how the disease develops. 

3. METHODLOGY 

This section delves into the concept of 
feature extraction techniques such as LBP and 
DWT, as well as the operational principles of 
machine learning models including SVM, RF, and 
XGBoost. 

 

A. Feature Extraction 

LBP: The LBP has gained prominence as 
a highly effective local feature descriptor [21], 
particularly in the context of image recognition. For 
the purpose of labelling individual pixels, the Local 
Binary Pattern (LBP) operator makes use of the 
intensity value as a threshold, comparing it to the 
pixel values within a 3 * 3 neighbourhood. The 
outcome is then understood as a binary numeral. 
Typically, LBP is calculated using 𝑃 sampling 

points (𝑥௣ ∈ (0, … . . , 𝑝 − 1)) positioned at a radial 
distance denoted as 𝑅 from the central pixel 
𝑥௠(𝑖௖ , 𝑗௖). 

𝐿𝐵𝑃௉,ோ = ∑ 𝑡௦
௣ିଵ
௣ୀ଴ . ൫𝑥௣ − 𝑥௠൯. 2௣ 

 [1] 

𝑡௦(𝑑𝑖𝑓𝑓) = ൜
1,         (𝑑𝑖𝑓𝑓) ≥ 1
0,       (𝑑𝑖𝑓𝑓) <   0

 

 [2] 

The function 𝑡௦(𝑑𝑖𝑓𝑓) in the formula 
represents a threshold function. Bilinear algorithms 
are used to interpolate sample points p that are not 
accurately located inside the immediate region of 
the central pixel. Ojala et al. [22] developed the 
idea of "uniform patterns," wherein a binary pattern 
is considered uniform if it displays not exceeding 
two consecutive transitions from 0 to 1 if viewed as 
a circle. This notion gave rise to the development of 
"uniform" patterns, which are regarded as 
fundamental patterns in local image textures. 

𝑈൫𝐿𝐵𝑃௉,ோ൯ = |S൫𝑥௣ିଵ − 𝑥௠൯ − 𝑠(𝑥଴ −

𝑥௠)|+∑ |
௣ିଵ
௣ୀଵ 𝑠൫𝑥௣ − 𝑥௠൯ − 𝑠(𝑥௣ିଵ − 𝑥௠)|[3] 

When 𝐿𝐵𝑃௉,ோ is transformed into 𝐿𝐵𝑃௉,ோ
௨ଶ , 

the subscript 𝑢2 denotes that the uniform patterns 
𝑈(𝐿𝐵𝑃) have maximum values of 2. There are 𝑃 ∗
(𝑝 − 1) + 2 uniform patterns, whereas the other 
non-uniform patterns are grouped into one class, 
yielding a feature dimension of 𝑃 ∗ (𝑝 − 1) + 3. 
The numerical values of all pixels in an input image 
𝑥௅(𝑖, 𝑗) are gathered and organised into a histogram 
after the LBP labelling is applied to the image. This 
histogram can be written as: 

𝐻௟ = ∑ 𝐹{𝑥௅௜,௝ (𝑖, 𝑗) = 1},      𝑙 = 0,1,2, … … . , 𝑛 −

1    [4] 

𝐹{𝐴} = ൜
1, 𝑖𝑓𝐴𝑖𝑠𝑡𝑟𝑢𝑒
0, 𝑖𝑓𝐴𝑖𝑠𝑓𝑎𝑙𝑠𝑒

  [5] 

The number of unique labels the LBP 
algorithm generates is denoted by 𝑛 here. In the 
case of 𝐿𝐵𝑃 ,ଵ

௨ଶ, for instance, there are a grand total 
of 59 features to consider. An image's localized 
organization of dots and edges can be deduced from 
the LBP histogram, which is a collection of micro-
patterns. 

 
DWT: The DWT is a mathematical 

transformation that involves sampling wavelets at 
discrete intervals [23]. It provides a unique 
perspective by recording spatial and frequency 
domain data of an image at the same time. As part 
of the DWT procedure, an image is analysed using 
decimation and filter techniques. There are low-
pass (LPF) and high-pass filters (HPF) integrated 
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into the analytical filter library at each level of 
decomposition. While the HPF concentrates on 
sharper features like edges, the LPF pulls out more 
generalized features from the image [24]. Low-
frequency information is stored in the 1D DWT's 
approximate coefficients, whereas high-frequency 
information is stored in the detail coefficients. In 
2D DWT, the input image is broken down into 4 
frequency bands: low-frequency vertical and 
horizontal elements, high-frequency vertical and 
horizontal elements, low-frequency vertical and 
high-frequency horizontal elements, and high-
frequency vertical and low-frequency horizontal 
elements. It is also possible to use the notations LL, 
LH, HL, and HH to refer to these sub-bands. The 
sub-band depiction of an image I in the context of a 
1-D DWT is given by 

𝐼 = 𝐼௔
ଵ + {𝐼௛

ଵ + 𝐼௩
ଵ + 𝐼ௗ

ଵ}   
 [6] 

where 𝐼௔
ଵ represents the approximation of 

the input image, and 𝐼௛
ଵ, 𝐼௩

ଵ, 𝐼ௗ
ଵrepresents the 

horizontal, vertical, and diagonal details, 
respectively. For deeper decomposition levels, 
further steps involve successive decomposition of 
the LL sub-band, resulting in multiple bands. In the 
case of a 5-level DWT decomposition, the 
representation of the image is given by  

𝐼 = 𝐼௔
ହ+∑ {ହ

௜ୀଵ 𝐼௛
ଵ + 𝐼௩

ଵ + 𝐼ௗ
ଵ}  

 [7] 
 

B. ML Model 
 

XGBOOST: XGBoost stands as one of 
the implementations of XGBoost machines, 
recognized for its exceptional performance in 
supervised learning tasks [25]. This versatile 
algorithm can be applied for classification tasks, 
making it a preferred choice among data scientists. 
XGBoost's popularity stems from its remarkable 
speed in execution, even when dealing with large 
datasets and out-of-core computation. Here's how 
XGBoost operates: Consider a dataset, DS, 
comprising m features and n examples, denoted as 
= {(𝑥௜ , 𝑦௜): 𝑖 = 1 … 𝑛, 𝑥௜ ∈ ℝ௠, 𝑦 ∈ ℝ}. In this 
context, 𝑦పෝ  represents the predicted output generated 
by an ensemble of tree models. These tree models 
are defined as follows:  

𝐴ప = ∅(𝑋ప) = ෍ 𝑓௞(𝑥ప),

௄

௞ୀଵ

̇

𝑓௞ ∈ ℱ 

 
 

Here, 𝐾 denotes the number of trees within 
the model, and 𝑓௞represents the individual k-th tree. 

To efficiently address the given equation, the 
objective is to identify the best collection of 
functions that minimizes both the loss and 
regularization criteria: 

𝐿(∅) = ∑ 𝑙(𝑦௜ , 𝐴௜)௜ + ∑ Ω(𝑓௞)௞  
 [8] 

In this equation, 𝑙indicates the loss 
function, quantifying the disparity between the 
predicted 𝑦పෝ  and the actual output 𝑦௜ . On the other 
hand, Ω serves as a measure of model complexity, 
helping prevent overfitting by assessing the model's 
intricacy. The complexity is determined by the 
following formula:  

Ω(𝑓௞) = γT +
ଵ

ଶ
𝜆||𝑤||ଶ  

 [9] 

In this equation, 𝑇 represents the count of 
leaves within the tree, and w stands for the weight 
assigned to each leaf. To enhance the performance 
of the model during training, boosting is utilized. 
This involves the incremental addition of new 
functions (trees) to the model. During each iteration 
(tth), a new function (tree) is introduced in the 
following manner: 

𝐿(௧) = ∑ 𝑙൫𝑦௜ , 𝐴௜
(௧ିଵ) + 𝑓௧(𝑥௜)൯ + Ω(𝑓௧)௡

௜ୀଵ  [10] 

𝐿௦௣௟௜௧ =
ଵ

ଶ
൤

(∑ ௚೔೔ച಺ಽ
)మ

∑ ௛೔ାఒ೔ച಺ಽ

+
(∑ ௚೔೔ച಺ೃ

)మ

∑ ௛೔ାఒ೔ച ೃ

−
(∑ ௚೔೔ച಺ )మ

∑ ௛೔ାఒ೔ച಺
൨ − 𝛾 

[11] 

𝑔௜ = 𝜕
஺೔

(೟షభ)𝑙൫𝑦௜ , 𝐴௜
(௧ିଵ)൯   [12] 

ℎ௜ = 𝜕
஺೔

(೟షభ)
ଶ 𝑙൫𝑦௜ , 𝐴௜

(௧ିଵ)൯   [13] 

 
SVM: The SVM method, introduced by 

Vapnik et al. in 1995, has proven to be a highly 
successful predictive tool in both classification and 
regression tasks [26]. SVM consistently seeks the 
optimal global solution, ensuring it converges to the 
same result in each run. Its operation involves 
mapping training data into a high-dimensional 
space, where it endeavours to find a classifier 
capable of maximizing the margin between two 
distinct data classes. Essentially, SVM aims to 
locate the optimal separator function, often referred 
to as the best hyperplane among countless 
possibilities. The objective of SVM is to create a 
decision structure that cleanly divides the training 
data into the appropriate classes, in accordance with 
the idea of structural risk reduction. The key to 
SVM's decision-making lies in the selection of 
support vectors, which are the crucial elements 
within the training sample. 
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Imagine a collection of N points that are 
linearly separable, represented as 𝑆 =  {𝑥௜ɛ𝑅௡| 𝑖 =
 1, 2, … , 𝑁},  where each point 𝑥௜ is assigned to one 
of two classes labeled as 𝑦௜  ∈ {−1, +1}.  A 
separating hyperplane partitions the set S into two 
regions, with each region exclusively containing 
points from a single class [27]. This separating 
hyperplane can be characterized by the pair 
(𝑤, 𝑏)that meets the equation: 

𝑤. 𝑥 + 𝑏 = 0   [14] 
For each 𝑖 =  1, 2, … , 𝑁, the following 

conditions hold: 

൜
𝑤. 𝑥௜ + 𝑏 ≥ +1, 𝑖𝑓 𝑦௜ = +1
𝑤. 𝑥௜ + 𝑏 ≤ −1, 𝑖𝑓 𝑦௜ = −1

 [15] 

 
Here, the dot product operation (·) is 

employed between 𝑥 and 𝑤vectors. Finding the 
optimal separating hyperplane (OSH)  that 
maximizes the margin on both sides is the primary 
focus of SVM training. This optimization can be 
expressed as the minimization of ½ 𝑤. In the 
classification process, SVM relies on the OSH 
instead of the entire training dataset to make 
decisions. The OSH test pattern's location is only 
identified. This feature of SVM renders it highly 
viable with respect to computational effectiveness 
and predicted accuracy. 

 
RF: RF comprises a collection of k 

classification trees, employing the concept of 
aggregating multiple weak classifiers into a robust 
classifier [28]. These classification trees are 
composed of different nodes, with the root node 
initially representing the training dataset. Each 
internal node serves as a weak classifier, tasked 
with dividing the samples based on a particular 
attribute. Meanwhile, each leaf node corresponds to 
labelled training or test data, which is utilized to 
classify input data into separate categories. RF's 
ultimate decision outcome is determined by 
aggregating the optimal decisions made by all the 
classification trees.The key to RF's operation lies in 
the utilization of the Gini Index (GI) to determine 
the optimal binary split point for a given feature 
[29]. The GI, denoted as 𝐺௚௜௡௜(𝐷), quantifies the 
uncertainty present within the dataset 𝐷. In this 
classification problem involving 𝑁 classes and a set 
of samples 𝐷, the GI is defined as: 

𝐺௚௜௡௜(𝐷) = 1 − ∑ ቀ
|஼೙|

஽
ቁ

ଶ
ே
௡ୀଵ  [17] 

Here, 𝐶௡represents the group of samples 
within the dataset D that belong to the nth class. If 
we split the dataset 𝐷 into two parts, namely 𝐷ଵ and 

𝐷ଶ, it's done based on whether the feature A has a 
value of "a" or not. 

𝐷ଵ = {(𝑥, 𝑦) ∈ 𝐷|𝐴(𝑥) = 𝑎} [18] 

𝐷ଶ = 𝐷 − 𝐷ଵ   [19] 

The conditional GI for feature A is defined as: 

𝐺௚௜௡௜(𝐷, 𝐴) =
|஽భ|

|஽|
𝐺௚௜௡௜(𝐷ଵ) +

|஽మ|

|஽|
𝐺௚௜௡௜(𝐷ଶ) [20] 

The value 𝐺௚௜௡௜(𝐷, 𝐴)represents the level 
of uncertainty within the dataset 𝐷 after dividing it 
by the attribute 𝐴 =  𝑎. When creating a 
classification tree as part of the RF framework, the 
attribute with the lowest GI, along with the 
corresponding optimal binary split point, is chosen. 
The process of constructing a Random Forest 
involves the following steps: 

 Using the bootstrap resampling method, a kth 
sample set, denoted as 𝐷௞, is drawn from the 
original dataset 𝐷. For each kth 
classification tree, a random vector 𝜃௞ is 
generated independently and identically 
distributed with the previously generated 
random vectors. 

 For each of the 𝑘 samples, classification 
trees are built. This tree-building process is 
recursive, and it involves selecting the 
attribute with the smallest GI to split the 
binary tree. 

 The final classification outcome is 
determined using a voting mechanism, 
which takes into account the results obtained 
from each of the classification trees. 

 

4. RESULT AND DISCUSSION 

This section offers a detailed and 
comprehensive overview of the outcomes achieved 
by ML models when employing features extracted 
through LBP and DWT. It provides insights into 
how these features contribute to the performance 
and results of the ML models. 

A. Data Collection and Process 

The dataset used for Alzheimer's detection 
was sourced from Kaggle [30]. It consists of 
various categories, including Non-Dementia, Very 
Mild Dementia, Mild Dementia, and Moderate 
Dementia. Figure 1 provides a visual representation 
of sample images from each category. For the 
training phase, there were 2560 samples of Non-
Dementia, 1792 samples of Very Mild Dementia, 
717 samples of Mild Dementia, and 52 samples of 
Moderate Dementia. For testing, the dataset 
included 640 samples of Non-Dementia, 448 
samples of Very Mild Dementia, 179 samples of 
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Mild Dementia, and 12 samples of Moderate 
Dementia. The detailed data distribution can be 
found in Table 1, and Figure 2.  

 

 
Fig. 1. Sample Alzheimer Images From Kaggle 

 
Table 1. Various AD Data Distribution 

DISEASE TRAIN TEST 
Non Dementia 2560 640 
Moderate Dementia 52 12 
Mild Dementia 717 179 
Very Mild Dementia 1792 448 

 

 

Fig. 2. AD Data Count Plot 
 
 

B. Model Evaluation 

Features were extracted from the 
processed data using LBP and DWT. Initially, the 
LBP features were utilized in the ML model for 
Alzheimer's classification. The metrics chosen are 
accuracy, precision, F1 score, TPR, TNR, FPR, and 
FNR. SVM achieved metrics of 95.15%, 96.26%, 
95.22%, 94.2%, 96.14%, 3.85%, and 5.79%. RF 
yielded similar results with metrics values of 
93.35%, 94.1%, 93.45%, 92.81%, 93.92%, 6.08%, 
and 7.18%. Meanwhile, XGBOOST exhibited 
metrics values of 95.54%, 96.42%, 95.6%, 94.8%, 
96.32%, 3.68%, and 5.19%. The metrics values of 
the ML model using LBP data are presented in 
Figure 3.a. 

Subsequently, the ML model was provided 
with features obtained through DWT for 
Alzheimer's classification. SVM achieved metrics 
values of 96.63%, 97.19%, 96.66%, 96.14%, 
97.14%, 2.85%, and 3.85%. RF showed metrics 
values of 94.13%, 95.18%, 94.4%, 93.63%, 
94.69%, 5.3%, and 6.36%. Finally, XGBOOST 
attained metrics values of 97.88%, 98.13%, 
97.91%, 97.68%, 98.09%, 1.9%, and 2.31%. The 
metrics values of the ML model using DWT data 
are depicted in Figure 3.b. 

Table 2 provides a comprehensive 
comparison of performance metrics for ML models 
using both LBP and DWT features in AD 
classification. This analysis sheds light on the 
strengths and weaknesses of each model and feature 
extraction technique. 

 

 
 
 
 
 
 

TRAIN TEST
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Table 2. Performance Metrics Comparison

FEATURE 
EXTRACTION 

MODEL ACCURACY PRECISION F1-
SCORE 

TPR TNR FPR FNR 

LBP SVM 95.15246 96.26168 95.22342 94.20732 96.14767 3.852327 5.792683 

RF 93.35418 94.10853 93.45651 92.81346 93.92 6.08 7.186544 

XGBOOST 95.54339 96.42302 95.60524 94.80122 96.32 3.68 5.198777 

DWT SVM 96.638 97.19626 96.66925 96.14792 97.14286 2.857143 3.85208 

RF 94.13604 95.18797 94.40716 93.63905 94.6932 5.306799 6.360947 

XGBOOST 97.88898 98.13953 97.91183 97.68519 98.09826 1.901743 2.314815 

 

 
a) 

 
b) 

Fig. 3. ML Model Evaluation 



Journal of Theoretical and Applied Information Technology 
29th February 2024. Vol.102. No 4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
1396 

 

 
While SVM and RF proved their 

competence, XGBOOST, coupled with DWT 
features, emerged as the top-performing model. 
This finding holds significant promise for 
improving the accuracy and efficiency of AD 
detection, offering hope for better clinical outcomes 
and contributing to our understanding of this 
debilitating condition. 

5. CONCLUSION 

In this study, the power of Machine 
learning to tackle the critical challenge of AD 
detection. AD is a global healthcare concern, and 
early diagnosis is essential for improving patient 
care and outcomes. Leveraging a dataset sourced 
from Kaggle, we employed two distinct feature 
extraction methods: LBP and DWT. These features 
were then used as inputs for ML models, leading to 
the exploration of six different model-feature 
combinations. Our findings underscored the 
significance of these efforts in AD detection. 
Notably, the XGBOOST model, when combined 
with DWT features, emerged as the most reliable 
predictor among the six models. This research 
focuses the importance  of machine learning in 
early Alzheimer's disease detection, offering a 
promising avenue for improving patient outcomes 
and alleviating the societal, financial, and economic 
burdens associated with this devastating condition.  
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