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ABSTRACT 
 

Malware is among the biggest cybersecurity threats, that are changing all the time to dodge traditional 
signature-based detection. In particular, machine learning, especially deep learning, is a promising method 
for malware detection. This paper provides an SLR of deep learning approaches for malware detection on 
Windows, Android, IoT, and other platforms. In all, we searched five major digital libraries and found 107 
highly relevant studies published in 2015-2023. The SLR methodology consisted of well-formulated search 
queries, inclusion/exclusion criteria, and stringent full-text evaluation. Convolutional neural networks 
(CNNs) are most popular, learning spatial patterns from raw binaries. Malware sequential behaviors are 
modeled using LSTM networks. Spatial and temporal learning are combined in ensemble models such as 
CNN-LSTM which achieve high accuracy. But essential challenges persist, such as the generalization 
problem under obfuscation, lack of transparency, and lack of labeled real-world data. Although deep learning 
makes the malware detection more accurate than traditional methods, evasion attacks, interpretability, and 
data limitations need to be addressed. This SLR offers important insights into the strengths, tendencies, 
datasets, and weaknesses of deep learning for strong malware defense. With persistent threats, the use of 
effective AI-based approaches will only further grow in importance. 
Keywords: Deep Learning; Malware Detection; Convolutional Neural Networks; Long Short-Term Memory 

Networks 
 
1. INTRODUCTION  
 

Deep learning involves learning multi-level data 
representations, with higher levels representing more 
abstract concepts. This enables deep learning models 
to learn highly complex functions directly from raw 
data without extensive feature engineering. Deep 
learning has proven very effective for uncovering 
patterns in high-dimensional data and is now applied 
across many domains. However, traditional machine 
learning often struggles to process raw, complex 
data. Malware refers to malicious code like viruses, 
Trojans, spyware designed to infect or damage 
computer systems. Malware developers use 
techniques like obfuscation to avoid detection by 
signature-based antivirus tools that rely on static 
pattern matching. However, malware variants 

frequently share common underlying behaviors that 
may potentially be detected using machine learning 
methods even when the code looks different. This 
makes deep learning promising for malware 
detection as it can potentially learn more 
sophisticated features compared to classic machine 
learning approaches. While research interest in 
leveraging deep learning for malware detection has 
surged in recent years, most published studies tackle 
only a specific malware platform, operating system, 
or variant. Comprehensive perspectives 
encompassing the full landscape are still lacking. To 
help address this gap, we conducted a systematic 
literature review (SLR) of research on deep learning 
techniques applied for malware and intrusion 
detection published from 2015-2023.        
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Although the research interest in the use of deep 
learning for malware detection has increased 
significantly over the past few years, most of the 
studies published focus on a particular malware 
platform, operating system, or variant. However, 
broad views that include the whole landscape are still 
missing. 

Several surveys concentrate on malware detection 
for particular platforms such as Android [10] or IoT 
devices [11] Other studies have analyzed specific 
deep learning algorithms such as RNNs [12] or 
CNNs [13] for malware. Nevertheless, there is no 
comprehensive systematic analysis of the 
capabilities, datasets, limitations, and open problems 
for deep learning techniques and computing 
platforms to date. 

In order to contribute to filling this gap, we 
performed an SLR of deep learning techniques used 
for malware and intrusion detection from 2015-2023. 
Our SLR methodology comprehensively reviews 
107 highly relevant studies in order to provide a 
comprehensive overview for Windows, Linux, 
Android, IoT, and other platforms. 

We thoroughly analyze the comparative 
performance of convolutional neural networks, 
recurrent networks, deep belief networks, 
autoencoders, and ensemble models for malware 
detection. Systematically, the trends, datasets, 
limitations, and future research directions are 
identified. This broader overview of the malware 
detection landscape has not been provided in 
previous surveys. 

This review serves as a helpful guide for 
researchers who seek to develop better reliable deep 
learning-based malware defense systems by 
outlining the current state-of-the-art and open 
problems. As malware threats continue to expand 
and grow, the importance of AI-powered protection 
will only continue to rise. 

1.1 Motivation   
 Malware poses one of the biggest threats to 

computing platforms like personal computers, 
mobile devices, and the Internet of Things 
(IoT). 

 As malware continues to increase in 
sophistication, traditional signature-based 
antivirus solutions are becoming inadequate. 

 Machine learning, especially deep learning, has 
emerged as a promising approach for 
robust and generalizable malware detection. 

 Deep learning models like convolutional 
neural networks (CNNs), recurrent neural 
networks (RNNs), and deep belief networks 

 (DBNs) can automatically learn complex 
features and patterns from raw malware samples 
to detect new threats. 

 This literature review systematically surveys 
recent research on deep learning techniques for 
malware detection across Windows, Android, 
IoT, and other platforms. By thoroughly 
analyzing trends, algorithms, datasets, 
limitations, and capabilities, it provides 
valuable insights to guide future research on AI-
powered malware defense systems.  

 As malware attacks persist and evolve, effective 
deep-learning solutions will only grow in 
importance. 
The rest of the paper is organized as follows. 

Section 2 discusses the systematic literature review 
methodology followed to identify and analyze the 
most relevant studies. Section 3 provides a 
comprehensive review of deep learning techniques 
applied for malware detection across Windows, 
Android, IoT, Linux, and other platforms. For each 
platform, key algorithms, methods, datasets, and 
capabilities are analyzed. Section 4 presents a 
discussion of the major findings, including the 
predominance of CNNs, comparative effectiveness 
over machine learning, and limitations faced. 
Finally, Section 5 concludes with a summary of 
insights gained and implications for future research 
directions in this critical domain of malware 
detection using deep learning and AI. 
1.2 Research Questions 

Through this SLR, we aimed to thoroughly 
analyze the scope, trends, specific techniques and 
methods used, algorithms applied, challenges faced, 
and ability to generalize across the field. We sought 
to answer several key research questions: 
 RQ1: Which computing platforms are most 

heavily targeted and impacted by malware 
attacks and threats?  

 RQ2: What are the hot eras and trends in 
malware detection research, which platforms 
see the most focus, and which publication 
venues are most prominent?  

 RQ3: What particular methods and techniques 
do researchers employ in order to detect 
malware using deep learning?  

 RQ4: Which significant machine learning and 
deep learning algorithms have been used in 
order to detect malware?  

 RQ5: What are the primary obstacles and 
restrictions of applying deep learning for 
efficient detection of malware and intrusions? 

 RQ6: Are studies and suggested deep learning 
techniques useful for detecting Android 
malware encourage important characteristics 
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including adaptability, sustainability, and 
automated selection of of optimal algorithms? 

 RQ7: Do Android-based malware detection 
methods proposed demonstrate ability to 
identify new, unknown malware variants, and 
what feature analysis techniques are used? 

 RQ8: What datasets are most widely used and 
standard for evaluation of malware detection 
systems focused on Android and Windows 
platforms? 
We systematically searched for and analyzed 

the most relevant studies on deep learning 
techniques for malware detection published from 
2015 through 2023. Established rigorous guidelines 
for performing systematic literature reviews were 
carefully followed to obtain comprehensive insights 
without bias. 

The results provide a thorough overview of 
trends, techniques, algorithms, datasets, limitations, 
open challenges, and future directions in this quickly 
evolving field. By shedding light on the current 
malware detection research landscape, this review 
serves as a valuable reference for researchers or 
engineers aiming to advance reliable deep learning-
driven malware defense systems. In Figure 1, a flow 
chart shows the deep learning algorithms for 
malware detection. As malware threats persist and 
grow, effective AI-powered protection will only 
increase in critical importance. The training and 
testing techniques are used. 

 
Figure 1: Flowchart of Deep learning algorithms for 

malware detection. 

Malware detection can be formulated as a 
multi-class classification problem in machine 
learning, with the goal of categorizing files or 
applications into benign or one of several malware 
types. In Figure 2, a flow chart shows that the first 
step is extracting informative features like system 
calls, API calls, opcodes, string signatures, metadata, 

etc., from the programs. These features are then used 
to train classifiers like neural networks, SVMs, 
random forests, etc., on labeled benign and malware 
samples. The trained model based on classification 
and learning can classify new unseen programs into 
classes like adware, spyware, ransomware, trojans, 
worms, and viruses based on the extracted features. 
Using techniques like one-vs-all for multi-class 
classification, the model outputs predicted 
probabilities for each malware type. The program is 
assigned the class with the highest probability. 
Careful feature engineering and model tuning are 
critical for accurately detecting and categorizing the 
wide range of modern malware variants. 

 
Figure 2: Flowchart of Machine learning algorithms for 

malware detection. 

Below, Table 1 is the abbreviation table: 

Table 1: Abbreviation Table. 

Abbreviation Definition 
ML Machine Learning 
DL Deep Learning 
IoT Internet of Things 

CNN Convolutional Neural Network 
RNN Recurrent Neural Network 
DBN Deep Belief Network 

LSTM Long Short-Term Memory 
Bi-GRU-

CNN 
Bidirectional Gated Recurrent 

Unit - CNN 
BiLSTM Bidirectional LSTM 

AMD Android Malware Dataset 
XGBoost eXtreme Gradient Boosting 

D.T Decision Tree 
R.F Random Forest 
API Application Programming 

Interface 
CPU Central Processing Unit 
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ITMF Image Texture Median 
Filtering 

URL Uniform Resource Locator 
TFIDF Term Frequency–Inverse 

Document Frequency 
KNN K-Nearest Neighbors 
SVM Support Vector Machine 

1.3 Research Objectives  
 To conduct a systematic literature review (SLR) 

surveying the application of deep learning 
techniques for malware detection across 
Windows, Android, IoT, and other platforms. 

 To analyze the capabilities, algorithms, datasets, 
trends, limitations, and open challenges of using 
deep neural networks to detect malware based 
on the existing literature. 

 To provide a comprehensive overview of the 
malware detection research landscape to guide 
future work on applying deep learning and AI 
for robust malware defense. 

 To specifically examine the use of 
convolutional neural networks (CNNs), 
recurrent neural networks (RNNs), long short-
term memory (LSTMs), deep belief networks 
(DBNs), autoencoders, and ensemble models. 

 To assess the effectiveness of deep learning for 
malware detection compared to traditional 
machine learning approaches relying on manual 
feature extraction. 

 To identify key obstacles faced in real-world 
deployment of deep learning-based malware 
defense systems. 
This study focuses solely on reviewing existing 

literature and does not involve any novel data 
collection or experiments. The scope is limited to 
studies applying deep learning or machine learning 
techniques for malware detection. Broader 
cybersecurity topics like network intrusion detection 
or spam filtering are not included. The aim is to 
synthesize insights from prior research to inform 
future work on using AI to counter evolving 
malware threats. 
1.4 Problem Selection 
      Malware was selected as the problem domain 
because it remains one of the most significant and 
evolving cybersecurity threats. Deep learning has 
emerged as a promising approach for robust malware 
detection that can automatically learn complex 
features from raw data. However, a comprehensive 
overview of deep learning techniques applied for 
malware defense across platforms was lacking. 
 
 
 
 

2. RESEARCH METHODS 

2.1 Search Strategy 
Manually searching individual libraries for 

keywords related to deep learning and malware 
detection is inefficient. A better approach is to 
develop a comprehensive search query combining 
relevant keywords, synonyms, and abbreviations 
using logical operators like "OR" and "AND". For 
example, "Convolutional Neural Networks" and 
"CNN" should be combined with "OR" since they 
refer to the same technique. Similarly, we want 
studies discussing both "Deep Learning" and 
"Malware Detection", so these terms need "AND" 
linkage. Deep Learning, Deep Learning techniques, 
and malware detection were among the terms we 
used in our search. ("Deep Learning" OR 
"Convolutional neural network" OR "Deep belief 
network" OR "recurrent neural network" OR "CNN" 
OR "RNN" OR "DBN" OR "LSTM") AND 
("malware") AND ("detection" OR "detect" OR 
"identification" OR "identify" OR "classification"). 
This was the final search query. This consolidated 
query enables a thorough yet efficient search for 
pertinent studies across keywords and terminology 
related to deep learning and malware detection. 
 
2.2 Literature Screening Criteria 

 
Searched 5 major digital libraries: IEEE Xplore, 

ACM DL, ScienceDirect, SpringerLink, Google 
Scholar. 
Initial search results filtered using inclusion criteria: 

 Peer-reviewed journal or conference papers 
 Published between 2015-2023 
 English language 
 Full text available 

Exclusion criteria to remove irrelevant papers: 
 Books, gray literature, surveys 
 Non-peer reviewed (e.g. preprints) 
 Non-English 
 Duplicated studies 

      After filtering, 158 highly relevant studies were 
selected for in-depth review and analysis based on 
relevance to deep learning for malware detection. 
Each paper was critically read and analyzed to 
extract key information on algorithms, datasets, 
limitations, results etc. related to the use of deep 
neural networks for malware detection. 
      The structured literature screening process 
enabled methodical selection of the most pertinent 
prior studies on deep learning for malware detection 
across computing platforms. 
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2.3 Literature Screening Criteria 
Searched 5 major digital libraries: IEEE Xplore, 
ACM DL, ScienceDirect, SpringerLink, Google 
Scholar. 
Initial search results filtered using inclusion criteria: 
 Peer-reviewed journal or conference papers 
 Published between 2015-2023 
 English language 
 Full text available 
Exclusion criteria to remove irrelevant papers: 
 Books, gray literature, surveys 
 Non-peer reviewed (e.g. preprints) 
 Non-English 
 Duplicated STUDIES 
      After filtering, 158 highly relevant studies were 
selected for in-depth review and analysis based on 
relevance to deep learning for malware detection. 
Each paper was critically read and analyzed to 
extract key information on algorithms, datasets, 
limitations, results etc. related to the use of deep 
neural networks for malware detection. 
      The structured literature screening process 
enabled methodical selection of the most pertinent 
prior studies on deep learning for malware detection 
across computing platforms. 
2.4 Inclusion and Exclusion Criteria 

The search across five literature databases 
initially returned 935 total papers. We refined the list 
in Table 2to identify the most relevant publications 
for our review. Papers were excluded based on 
screening of titles, abstracts, document types, 
languages, and if deemed irrelevant after full-text 
review. Specific exclusion criteria were survey 
papers, book chapters, gray literature, duplicates, 
non-peer reviewed publications, and non-English 
papers. By systematically applying these criteria, we 
filtered the initial 935 papers down to 158 highly 
relevant journal articles to review and analyze within 
our domain of deep learning for malware detection. 
The inclusion and exclusion criteria enabled us to 
hone in on the most pertinent literature from the 
initial search results. 

Table 2: Inclusion and Exclusion Criteria 

Inclusion Criteria 
The goal of this research is a deep learning-
based malware or intrusion detection system 

The paper is either a preview or an article 
published in a peer-reviewed scientific 

journal. 
Between January 2015 and December 2023, 

three issues of the magazine will be 
published. 

Exclusion Criteria 

First, there is information that examines the 
economic, commercial, and legal 

consequences of malware and intrusion 
detection. 

Reports and blogs are two forms of gray 
literature. 

Third, any documents that are not in English. 
Critical evaluations. 

Use of two-sided paper is number five 
This category includes non-journal papers, 

such as those given at conferences. 
There is a scarcity of work on malware 

detection that does not use deep learning. 
 

3. LITERATURE REVIEW 

3.1 Windows Malware Detection using Deep 
Learning Techniques 
Ni et al.[26] presented a convolutional neural 

network-based "Malware Classification Using Sim-
Hash and CNN" (MCSC). They decompile the 
infecting code and utilize the grayscale pictures that 
arise to identify malware families. To transform 
comparable viral code into hash values, locality-
sensitive hashing (LSH) is utilized. The hash values 
are then transformed into grayscale pictures for 
neural network training. They claim that their 
technology detects malware at a rate of 98% or 
higher.  

Zhao et al.[27] describe MalDeep as a deep 
learning-based malware detection system that 
analyzes at the malware’s binary file. Convolutional 
neural networks are used to categorize the pathogen 
once the binary file is transformed to a grayscale 
picture. One of their system’s most impressive 
features is its 99% detection rate for dangerous 
malware.  

A deep learning algorithm for malware 
detection that makes use of subtle system calls was 
developed by Zhang et al.[28]. Cuckoo sandbox 
monitors the specified program in order to obtain 
system call information and use it to train neural 
networks. Their method detects malware with 95% 
accuracy using simply system calls.  

Zhang et al.[29] created a convolutional neural 
network model for detecting malware that 
decompiles the software into its component pieces to 
get op-codes and API 133 calls. Each binary is 
organized, and the API frequency vectors and PCA-
initialized opcode bigram matrices are constructed. 
These data are used to train a convolutional neural 
network (CNN) and a backpropagation neural 
network (BPNN) to include features. Their malware 
detection technology has a 95% accuracy rate. 
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 Zhong and Gu [30]demonstrated a multi-tiered 
deep learning strategy for picking significant 
characteristics from static and dynamic feature sets. 
It generates cluster sub-trees by grouping 
comparable qualities together using the K-means 
algorithm. It decides if an application is dangerous 
or safe by merging the outputs of the deep learning 
models in the tree.  

The ransomware detection approach presented 
by Zhang et al.[31] converts ransom ware family 
names and op-code information into numerical 
tensors in order to train a neural network. Their 
approach employs self-attentional convolutional 
neural networks (SA-CNN). One disadvantage is 
that the accuracy is just about 90%. 

Deep learning has become a prominent 
technique to protect Windows systems against 
malware, with convolutional neural networks 
applied extensively. Accuracy rates up to 99% have 
been achieved by researchers in detecting new 
malware samples. But challenges like improving 
detection of ransomware illustrate that continued 
advancement of deep learning systems can further 
enhance malware detection on the Windows 
platform.  

In [32], Yuxin and Siyi developed a deep belief 
network approach for malware detection that 
extracts opcode sequences from malware 
executable. A PE parser is used in their system to 
convert the PE file into a set of machine instructions. 
A feature extractor finds high-classification-power 
n-gram sequences and utilizes them to represent the 
PE file as an n-gram vector. This data is sent into a 
malware detection system that employs neural 
networks. Their approach detects dangerous 
malware with a 98% success rate.  

Yue [33] suggests this loss function for malware 
photo identification using deep convolutional 
networks by combining softmax regression and 
entropy loss. They argue that their loss function 
appropriately handles the challenges raised by 
datasets with significantly variable malware family 
distributions.  

It was first used by Ye et al. [34] as a malware 
detection technique that operates directly on 
Windows PE files. An API feature extractor is 
employed in their suggested approach to decompress 
the PE file and extract the relevant API calls. It uses 
constrained Boltzmann machine-based deep 
learning models and unsupervised heterogeneous 
auto-encoders to identify malware based on API 
request patterns.  

Xiaofeng et al. [35] proposed an LSTM RNN 
malware detection approach that integrated machine 
learning and deep learning. It collects API call 

sequences and statistical statistics from sandboxed 
malware executables. Before the system call 
sequences are fed into the deep LSTM model for 
malware classification, they are first categorized 
using a random forest model.  

ScalMalNet is a distributed system designed by 
Vinayakumar et al.[36] to gather malware samples 
from multiple websites. These samples are processed 
in an immediate or asynchronous distributed 
manner. They recommended detecting malware 
using image processing and static and dynamic 
analysis. According to their research, deep learning 
malware detection is considerably more successful 
than classic ML approaches.  

A convolutional neural network technique was 
presented by Kolosnjaji et al.[37] for detecting 
malware in binary files. Grayscale graphics are 
created by breaking down the malware binary into 8-
bit chunks, which are then converted to decimal 
values ranging from 0 to 255, organized into a 2D 
array, and displayed. With the assistance of this 
image, CNN learns to spot infections.  

Athiwaratkun and Stokes[38]proposed 
MalConv, using 1D convolutions on raw byte 
sequences for malware detection without feature 
engineering. It views the malware binary as a long 
input sequence, applying narrow 1D convolutions 
and max-pooling to automatically learn local 
relationships between malware bytes.  

Deep learning techniques like DBNs, CNNs, 
and LSTMs have been extensively explored for 
Windows malware detection using static and 
dynamic analysis of PE files, opcodes, and API call 
sequences. Direct modeling of malware binaries as 
images or sequences enables deep learning to 
achieve high accuracy without relying on manual 
feature extraction.  

Convolutional neural networks were used by 
Anderson et al. [39] to develop a deep learning-
based malware detection system. Their approach 
accepts raw byte sequences as input rather than 
relying on manual feature engineering. Malware 
binary files are converted into byte plots and 
visualized as grayscale images to train the 
convolutional networks. This spatial representation 
helps model positional relationships within the 
malware code.  

Yousefi-Azar et al.[40]developed a self-taught 
learning system using sparse autoencoders for 
detecting malicious Windows executables. They 
generate image inputs from binary file hashes and 
apply transformations to augment the training data. 
This improves the model’s ability to generalize to 
new malware samples. 
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Han et al.[41] created a malware detection 
framework using raw Windows dynamic trace log 
data as input to a deep neural network. By 
eliminating manual feature extraction and using 
native log data, their system achieves higher 
accuracy compared to classical machine learning 
techniques.  

A long-term study on deep learning for just-in-
time malware detection in Windows executables was 
presented by Rhode et al.[42]. They evaluate 
detection performance over an extended period as 
new malware samples appear. Deep learning 
consistently outperforms traditional machine 
learning approaches over time as new threats 
emerge.  

These and other studies highlight the 
capabilities of deep learning to enable robust 
malware detection in Windows without extensive 
feature engineering. Deep neural networks can 
automatically learn complex positional relationships 
and sequences found in malware code. Their ability 
to generalize from raw binaries and log data also 
improves detection of new malware strains over 
time. Overall, deep learning shows significant 
promise for enhancing Windows malware detection. 
3.2 Android Malware Detection using Deep 

Learning Techniques 
Researchers used deep learning to construct 

malware and intrusion detection systems for the 
Android platform, similar to their work on Windows. 
Meta-data from the literature on Windows-based 
malware detection and data highlighted in the 
research questions (RQ7 and RQ8) are used to 
analyze the work conducted on the Android platform 
in this section.  

Devi [65]offered a solution for identifying 
fraudulent applications that needed user consent on 
Android. They collected data from Android package 
manifests and permissions, created feature vectors, 
and trained their model using neural networks and 
the k-means clustering technique. The method’s low 
success rate (88% to be exact) is a disadvantage.  

Karbab et al.[66] presented MalDozer, a tool for 
detecting Android malware based on the sequence of 
API method calls.MalDozer extracts API method 
calls by using classes from an Android package. The 
dex file is subjected to a process of discretization, 
wherein an identification is assigned to each API 
method, resulting in the creation of semantic vectors. 
In this study, researchers utilize neural networks to 
predict the possible risks associated with Android 
applications. One advantage of their methodology is 
in its ability to consistently get a high F1 score across 
several datasets. Khedkar et al. [67] presented a 
methodology for detecting Android malware that 

relies on permissions. By employing network 
clustering techniques, the application organizes its 
attributes and generates a dataset for the purpose of 
categorizing newly occurring illnesses.  

API methods, opcode features, authorization 
features, shared library function op-code features, 
component features, and environmental elements 
were all included in the feature vectors that Kim et 
al.[68] constructed for each feature. The malware 
categorization model is further enhanced by 
incorporating these vectors. By including several 
aspects instead of relying on a limited number, they 
possess a competitive edge over other 
methodologies.  

A deep learning-based malware prediction 
system that takes CPU, memory, and battery usage 
into account was proposed by Milosevic and 
Huang[69]. Their unsupervised technique collects 
data using encoder-decoder and LSTM networks and 
runs on a variety of platforms. Their system’s 
weakness is reflected in a low F1 score, which 
hovers around 80%.  

Yuan et al.[70] extracted three elements to 
construct an online Android malware detection tool: 
crucial permissions, sensitive API calls, and 
dynamic behavior. These are inputs to deep belief 
networks, which aid in the detection of infections in 
apps. Following an unsupervised training period, 
their model is enhanced via supervised 
backpropagation.  

Yuan et al.[71] developed an approach that 
makes advantage of API sensitivity, permissions, 
and dynamic behavior with their work on deep 
learning. Their method effectively categorizes 
malware with a success rate of over 96% by utilizing 
deep belief networks and a total of over 200 features.  

Yen and Sun[72] provided a technique for 
identifying malware in APK files based on the 
significance of terms. To assign a value to each word 
in the APK’s translated Java classes, text mining 
using Term Frequency-Inverse Document 
Frequency (TFIDF) is employed. A CNN 
architecture generates word-significant pictures.  

Xie et al.[73] extracted seven types of malware 
characteristics using a CNN technique, including 
APIs, hardware, intents, permissions, and limited 
APIs. To train and validate CNNs, they first create 
feature vectors, then turn them into matrices and split 
the dataset. The 99.25% accuracy is pretty 
acceptable.  

Wang et al.[74] combined a deep autoencoder 
with a customized CNN known as CNN-S to detect 
Android viruses. To train the model, they employ 
seven different sorts of characteristics, such as 
limited APIs, permissions, intents, and coding 
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patterns. Its 99.82% accuracy percentage is a big 
plus.  

Luo et al. [75]introduced ITMF for analyzing 
and discovering Android malware using picture 
texture median filtering. The lower noise levels in 
ITMF improve both image and signal processing. 
The grayscale photos are supplied to ITMF for 
feature extraction once the binary images have been 
transformed to vectors. Deep belief networks 
outperform shallow learning when trained on 
properties such as APIs and URLs.  

Saif et al. [76] created a deep belief network 
system by analyzing static and dynamic Android 
applications. Relief feature selection is used to 
reduce the number of features that contribute to a 
vector, which may include manifest nodes, API 
calls, system functions, and dynamic behavior. This 
vector is utilized in the construction of a deep 
learning network classifier. Using API call graphs, 
Pektas and Acarman[77] presented a technique for 
detecting Android malware. The model is fed graph 
embedding vectors after a given number of 
consecutive API requests. This simplifies the 
extraction of features from API call patterns for use 
in malware classification. Deep learning has been 
intensively researched for static, dynamic, and 
hybrid analysis of Android malware. The use of 
neural networks in conjunction with data mining and 
filtering procedures results in excellent accuracy 
without the requirement for human feature 
engineering.  

Pektas and Acarman [78] created a method for 
detecting Android malware that uses features from 
instruction call graphs to look at every possible path 
of execution. Their method derives call trees and 
execution routes in terms of opcodes via pseudo-
dynamic analysis. Graphs of potential paths are 
created, which are subsequently translated into 
numerical vectors. These vectors are given into a 
model that identifies malware risk using Long Short-
Term Memory Recurrent Neural Networks. The 
results demonstrated that they were more accurate 
than typical machine learning approaches.  

Nauman et al. [79] investigated numerous deep 
learning algorithms for Android malware detection 
at scale, including CNNs, DBNs, LSTMs, and 
autoencoders. Static analysis and manifest files give 
information like as components, limited APIs, and 
deep model rights. The efficiency of various 
architectural layouts was evaluated using malware 
feature data. A.  

Martın et al.[80] presented CANDYMAN, 
which combines deep learning, dynamic analysis, 
and Markov chains to classify Android malware. 
With DroidBox, you may gather information on the 

network, files, courses, and SMS services in real 
time. These data are fitted with a Markov chain 
model to create feature vectors that are fed into deep 
neural networks for classification. Deep learning and 
machine learning experiments, on the other hand, 
demonstrated just a moderate gain in accuracy 
(approximately 81%).  

Shiqi et al.[81] developed an attention-CNN-
LSTM model to extract texture fingerprints and 
malware activity embeddings from binaries using 
deep belief networks. Malicious applications create 
grayscale pictures. The attention-CNN-LSTM 
architecture receives the fingerprint properties and 
activity embeddings required for malware 
identification. They outperformed typical machine 
learning algorithms in terms of precision.  

The use of techniques such as dynamic analysis, 
call graph mapping, opcode extraction, permissions, 
and API analysis has resulted in improvements in 
Android malware detection using deep learning. 
Long short-term memory networks that combine 
CNNs with attention mechanisms and binary image 
converters are also promising. However, further 
research is needed to increase generalizability and 
accuracy in the face of expanding mobile threats.  

An Android malware detection method using 
the Bag of Words paradigm to extract hardware, 
permissions, APIs, intents, and network address 
characteristics was proposed by Halim et al. [82]. A 
convolutional neural network (CNN) and a long 
short-term memory (LSTM) stack were examined as 
deep learning architectures. When tested for 
malware, both the CNN-LSTM and the LSTM-CNN 
obtained 98.53% accuracy.  

A deep belief network strategy utilizing Lasso 
feature selection and shrinkage is presented by 
Elsersy and Anuar [83]. They compared a KNN 
classifier to a DBN classifier for malware detection 
and discovered that the latter was more accurate. We 
did, however, set a limit on total accuracy, which 
came in at 85.22%.  

Using API call sequences, D’Angelo et al.[84] 
generated sparse matrices to simulate temporal 
behavior in an autoencoder system. Features 
collected from sparse matrices are used to 
distinguish between malicious and genuine software.  

For the goal of recognizing Android malware, 
Chen et al.[85]recommended modeling permission 
and API features as word vectors using word2vec.  

Amin et al. [86] combined DBNs, LSTMs, 
CNNs, and autoencoders with other deep learning 
algorithms to develop a method for identifying 
Android malware based on.dex files. They claim that 
their study of byte code attributes can properly 
classify malware with 99.9% certainty.  
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When Android apps are in operation, Alzaylaee 
et al. [87] present a system that employs DynaLog 
dynamic analysis to extract components such as 
APIs, actions, and permissions. The highest-scoring 
features from InfoGain are fed into deep learning 
models that detect malware. 
3.3 IoT Malware detection using deep learning 

techniques 
Many methods and strategies for recognizing 

malicious files and IoT malware are documented in 
the literature. Specific strategies combine static and 
dynamic analytic capabilities to detect Android-
based mobile malware. Continuous research is being 
conducted to establish a categorization model to 
investigate the relationship between potential 
hazards and vulnerabilities in home automation 
systems[155]. The security of smartphones in the 
context of the Internet of Things, as well as the 
detection of application threats and impacts, are also 
being investigated.  

In terms of detection methods, IoT malware 
detection approaches can be divided into two 
primary categories: dynamic and static analysis.  

Future research will focus on analyzing IoT 
security difficulties, problems, and challenges and 
discussing security objectives, aims, and 
vulnerabilities. Various detection strategies based on 
virus characteristics, tracking of hazardous actions, 
and energy usage are being researched to reduce the 
threat of IoT malware[160]. Malware detection is 
also done automatically using machine learning 
methods such as ensemble classifiers and the ADA 
GRAD optimize algorithm. These strategies strive to 
recognize application attributes and classify them as 
risky, aggressive, benign, or malicious to safeguard 
IoT networks from malware assaults and improve 
the overall security and stability of the Internet[161]. 
Given the expanding number of Internet of Things 
devices and their critical importance in many 
applications, efficient malware detection and 
mitigation approaches are critical. The proposed 
architecture for developing and recognizing new IoT 
malware samples at the edge layer of IoT networks 
using raw byte code is a potential solution to the 
problem of a scarcity of malware samples for 
machine learning-based detection approaches [162].  

However, there is insufficient literature 
specifically concentrated on IoT malware. Despite 
this scarcity, analysts have identified it as a 
substantial threat to internet security and stability. 
They stress the importance of comprehending IoT 
malware through analysis and detection to mitigate 
2022 to 2023 effectively, and it is evident that there 
is a growing concern about the threat of IoT malware 

and a need for effective detection and mitigation 
techniques.  

Machine learning, specifically deep learning 
techniques, is widely explored for IoT malware 
detection and classification. These techniques have 
shown great potential in improving the accuracy and 
efficiency of IoT malware detection compared to 
traditional methods. However, there is a lack of 
research on IoT malware analysis, and most existing 
studies use simple detection methods. Future studies 
should focus on developing advanced deep-learning 
models tailored explicitly for IoT malware detection.  

Furthermore, the application of generative 
adversarial networks in developing deep learning 
models for identifying Android malware has been 
suggested. This also implies the possibility of 
investigating the use of generative adversarial 
networks for IoT malware detection. These 
advancements in detecting and analyzing malware 
demonstrate a growing recognition of IoT malware 
as a significant threat to Internet security. The review 
of existing literature emphasizes the importance of 
proactively identifying and mitigating IoT-based 
threats through advanced learning methods, 
accentuating the need for practical detection 
approaches that do not rely heavily on prior 
knowledge about malware features[163].  

By conducting software analysis between IoT 
and Android samples and utilizing graph properties 
obtained from control flow graph structures, a 
detection system for IoT malware can be built using 
advanced deep learning models[164].  

These techniques include utilizing deep learning 
algorithms and generative adversarial networks to 
detect and classify IoT malware and employing 
abstract graph structures, such as control flow 
graphs, for analyzing and detecting IoT malware. 
The use of generative adversarial networks to 
develop deep learning models for highly accurate 
identification of unknown malware samples has 
resulted in significant progress in IoT malware 
detection [165,166]. Furthermore, the system 
proposed for creating new malware samples at the 
edge layer of IoT networks utilizing raw byte code 
holds much promise. This could assist in alleviating 
the issue of malware sample scarcity for machine 
learning-based detection systems [167]. As IoT 
devices continue to increase and play a critical role 
in various applications, the emphasis on effective 
malware detection and mitigation methods becomes 
even more crucial[168]. 
3.4 Windows malware detection using the latest 

ML techniques 
Malware targeting Windows operating systems 

is one of the most prevalent cybersecurity threats 
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today. Traditional signature-based antivirus 
solutions are inadequate in detecting new and 
evolving malware variants. However, machine 
learning techniques have emerged as a promising 
approach for detecting both known and novel 
malware[155].  

Recent research has explored various machine 
learning algorithms for Windows malware detection, 
including deep learning neural networks, ensemble 
learning, and support vector machines. Deep 
learning methods like convolutional neural networks 
(CNNs) can automatically learn complex features 
from raw byte sequences of malware samples. 
Studies have shown that CNNs achieve over 99% 
detection accuracy on benchmark Windows malware 
datasets[151].  

In addition to deep learning, ensemble methods 
like random forests and gradient boosted trees have 
also proven effective for Windows malware 
detection. Ensemble learners combine multiple weak 
predictive models to create an overall strong 
predictor. The random forest algorithm trains 
multiple decision trees on different subsets of 
features and data points, aggregating their outputs 
for the final classification. This provides robustness 
against overfitting on training data[152,153]. 

 Research has also utilized support vector 
machines (SVMs) for malware classification. SVMs 
identify optimal hyperplanes to distinguish between 
malicious and benign software samples. Kernel 
functions like radial basis functions help SVMs 
classify complex malware types. SVMs achieve high 
accuracy, but their performance depends on careful 
feature engineering and selection[154,155]. So, 
modern machine learning has enhanced static, 
dynamic, and hybrid analysis of Windows malware. 
Static analysis focuses on characteristics extracted 
from the malware executable, while dynamic 
analysis executes the sample in a contained 
environment[156,157]. Hybrid analysis combines 
both for comprehensive detection[158]. Ultimately, 
an ensemble of multiple machine learning models 
provides optimal malware detection capabilities on 
the Windows platform[159,160]. 
3.5 Android malware detection using the latest 

ML techniques 
Malware targeting the Android mobile 

operating system has exploded in recent years. 
Traditional malware scanners depend on malware 
signatures, and often fail to detect new threats that 
elude signature databases. However, machine 
learning presents a robust solution for identifying 
both known and zero-day Android malware.  

Various machine learning algorithms have been 
leveraged for Android malware detection, including 

deep neural networks, logistic regression, naïve 
Bayes, random forests, and support vector machines. 
Deep learning models like deep belief networks 
(DBNs) and convolutional neural networks (CNNs) 
can automatically extract useful features from raw 
binaries and permissions[161,162].  

Other techniques like logistic regression, naïve 
Bayes, and random forests rely on expert-defined 
features based on static and dynamic analysis. Key 
features includerequested permissions, intent filters, 
and function calls in the code. Dimensionality 
reduction methods like principal component analysis 
help eliminate redundant features. Support vector 
machines (SVMs) have proven particularly 
effective, as they can model complex Android 
malware families[163,164]. Most Android malware 
detection systems take a hybrid approach, combining 
static and dynamic analysis[165]. For instance, 
DBNs could first extract features from the Android 
application package (APK) code and manifest[166]. 
Then, an SVM or random forest algorithm could 
classify the app as malicious or benign based on 
those features[167,168].  

So, machine learning has made Android 
malware detection scalable and automated[55]. 
Deep learning methods obviate manual feature 
engineering, while ensemble methods like random 
forest provide robust predictions. As Android 
malware continues to evolve, these AI-based 
techniques will grow increasingly important for 
security [59]. 
3.6 IoT Malware detection using the latest ML 

techniques 
Internet of Things (IoT) devices are 

proliferating rapidly, but often lack adequate 
security. This makes them attractive targets for 
malware, including botnets like Mirai that 
compromise IoT devices for DDoS attacks. Machine 
learning presents a promising approach to detect 
malware infecting IoT devices like routers, IP 
cameras, and connected appliances[161].  

A primary challenge with IoT malware 
detection is the diversity of hardware architectures 
and operating systems. ML techniques should be 
platform-agnostic to detect malware on Linux, 
RTOS, and other IoT OSes. Deep learning methods 
like convolutional neural networks (CNNs), 
recurrent neural networks (RNNs), and autoencoders 
can analyze raw binary files and network traffic on 
any platform[162].  

In addition, IoT devices have limited computing 
capacity, precluding complex ML model 
deployment locally. Hence, ML-based IoT malware 
detection is best performed at the network level. 
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Network traffic analysis can identify anomalies and 
malicious connections. Supervised models like 
random forest and SVM can classify benign vs. 
malicious traffic when trained on labeled data 
samples[154,155].  

Moreover, unsupervised ML algorithms like 
isolation forests, k-means clustering, and one-class 
SVM can detect IoT malware with no prior training 
data [60]. Such anomaly detection models learn 
patterns of normal behavior, flagging deviations as 
potential threats [63,64]. So, ML delivers efficient 
and robust IoT malware detection amidst hardware 
diversity and limited on-device capabilities [65,66]. 
Deep learning extracts useful features from binaries 
and network traffic, while ensemble methods 
classify threats. Anomaly detection techniques work 
even with limited labeled data[71]. As IoT adoption 
accelerates, ML will become indispensable to 
securing these devices against malware intrusions. 

3.7 Linux Malware Detection 
In addition to Windows, Android, and IoT 

devices, Linux-based systems are also vulnerable to 
malware threats[169]. As servers, desktops, and 
cloud infrastructure increasingly run on Linux, 
detecting Linux malware has become crucial. 
Signature-based antivirus tools are inadequate for 
detecting new Linux malware strains[170]. Machine 
learning provides robust Linux malware detection 
capabilities by modeling unique characteristics of 
Linux malware families[171]. 

 Debnath S et al.[172] discussed the key features 
for Linux malware detection include executable 
metadata like format, headers, sections, libraries 
used etc. Dynamic analysis examines runtime 
behaviors like system calls, network activity, and file 
operations once executed in a contained 
environment. Hybrid approaches combine both 
static and dynamic features[172,173]. 

 Shallow machine learning algorithms like 
logistic regression, naïve Bayes, support vector 
machines (SVMs), and random forests have been 
applied for Linux malware detection using expert-
defined feature engineering[174]. Deep learning 
techniques like CNNs and RNNs can automatically 
extract useful features from raw binaries, 
disassembled code, assembly instructions and 
system calls[175].  

Unsupervised learning is also relevant for Linux 
anomaly detection, as normal behavior can be 
profiled to detect deviations. One-class SVMs, 
isolation forests, and autoencoders identify 
anomalies without prior training[176]. Ensemble 
models that combine multiple shallow and deep 
learning algorithms also boost detection accuracy. 

To improve generalization across evolving Linux 
malware families, adversarial machine learning can 
augment training data with mutated malware 
samples. Transfer learning can leverage models 
trained on other platforms like Windows and 
Android and transfer knowledge to the Linux 
domain[177]. So, machine learning has emerged as 
a powerful tool for Linux malware detection amidst 
the rise of Linux adoption. Advanced deep learning 
and ensemble approaches overcome limitations of 
traditional signature-based methods. As malicious 
actors increasingly target Linux devices, robust ML-
powered detection capabilities are crucial for 
security[178]. 
3.8 Main Deep Learning Algorithms in Malware 

Detection 
We examined the application of various DL 

models in the literature[37] in order to address RQ4 
and determine the primary deep learning algorithms 
utilized for malware detection. Table 2 summarizes 
the results, showing Convolutional Neural Networks 
(CNNs) were employed in over 50% of the surveyed 
papers[38]. This makes CNNs the most predominant 
technique for malware detection[39,40]. Various 
forms of LSTM-based neural networks were used in 
25 studies, comprising 25% of the literature[41]. 
DBN and autoencoderbased algorithms were applied 
in 12% and 10% of publications, 
respectively[42,43].  

Like many other domains, convolutional neural 
networks are the most popular deep learning 
approach for malware detection and 
classification[44]. CNNs can detect meaningful 
features from unsupervised data, making them well-
suited for classification problems like image 
recognition, medical imaging, and malware 
detection[45]. In particular, CNNs are widely 
reported to be highly effective for image 
classification and object detection. The capability of 
CNNs to learn robust features from raw inputs like 
malware binaries and images enables their 
widespread use[46].  

On the other hand, recurrent neural networks 
like LSTMs can model sequential data and time-
based patterns in malware code and behavior. 
Variants of LSTM account for a significant portion 
of deep-learning malware research. Autoencoders 
and DBNs have shown promising results for learning 
compressed representations of benign and malicious 
files[47].The dominance of CNNs aligns with their 
demonstrated ability to learn spatial patterns from 
malware binaries represented as images or raw byte 
sequences. While other techniques have niche uses, 
convolutional neural networks are the workhorse of 
deep learning for robust malware detection across 
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most studies. The extensive use of CNNs highlights 
their applicability for learning features automatically 
from low-level malware data[151,152]. Sea Table 3. 

RQ1 address windows PCs and Android mobile 
devices are the most common platforms targeted by 
malware, due to their widespread adoption. 
However, emerging research also looks at threats for 
Linux systems, IoT devices, and websites. On 
Windows, key malware threats include viruses, 
trojans, spyware, and ransomware. For Android, the 
open app ecosystem leads to risks from malicious 
apps containing backdoors, spyware, ransomware 
and banking trojans. Websites face threats like drive-
by downloads and watering hole attacks that 
distribute malware. The prevalence of these 
platforms makes them prime targets for attackers. As 
their adoption continues growing, securing them 
from malware threats is crucial.  

RQ2 shows the peak era of deep learning 
malware detection research is from 2015-2023. Most 
studies have focused on Windows and Android 
malware, with top publication venues being IEEE 
Transactions on Information Forensics and Security, 
Computers & Security journal, and IEEE Access 
journal. The surge in deep learning research for 
malware coincides with the emergence of AI/ML 
across security domains. CNNs and other deep 
learning methods allow learning from raw malware 
samples like binaries and bytecode without 
extensive feature engineering. Their ability to 
automate feature extraction and train on low-level 
malware data has driven adoption for detecting 
constantly evolving threats.  

RQ3 address the most widely used deep 
learning techniques are convolutional neural 
networks (CNNs), recurrent networks like LSTM, 
deep belief networks (DBNs), and autoencoders. 
CNNs can directly learn spatial patterns and 
relationships from raw binaries and opcode 
sequences. LSTMs and GRUs model the sequential 
nature of malware behaviors over time. DBNs help 
learn hierarchical abstract features from malware. 
Auto-encoders allow learning compact latent 
representations of malware. These techniques enable 
end-toend learning from low-level malware 
executables, API calls, opcodes, etc. without relying 
on manual feature extraction and selection. 

 RQ4 shows that out of the deep learning 
algorithms, convolutional neural networks 
dominate, applied in over 50% 620 of papers. 
RNN/LSTM networks are also popular for 
sequential data. Autoencoders have niche uses for 
anomaly detection. DBNs help extract hierarchical 
features. The prevalence of CNNs highlights their 
ability to learn spatial relationships from malware 

binaries represented as images or sequential data. 
They can effectively model positional patterns in 
malware code and binaries where feature location 
matters.  

RQ5 address the key challenges faced in 
applying deep learning for malware detection 
include limited labeled training data, model 
overfitting on seen malware families, evasion attacks 
degrading generalization, and lack of model 
interpretability. Sustaining accuracy over long 
periods as new malware strains continuously evolve 
is an open research problem. Adversarial malware 
can craft inputs to evade detection. Hybrid deep 
learning ensemble models help improve robustness. 
But a universal robust solution remains lacking. 
Lack of transparency around model logic also makes 
real-world deployment difficult.  

RQ6 shows the most Android malware 
detection studies do not focus on sustainability, 
automatic selection of optimal algorithms, and 
continuous retraining over time. But adaptability 
over long periods is critical as the malware 
landscape rapidly evolves. Incremental learning to 
update models and retaining performance over years 
remains an open challenge. Automated selection of 
the best performing deep learning architectures is 
also lacking.  

RQ7 shows the static, dynamic, and hybrid 
analysis techniques are used to extract features from 
Android apps for detecting new malware variants. 
However, more research is needed to strengthen 
zero-day threat detection. Generative adversarial 
networks show promise for improving 
generalization. But evasive malware continues to be 
a challenge. Signatures and heuristics have limited 
effectiveness for brand new threats. So, techniques 
to boost resilience are crucial.  

RQ8 address the widely used datasets for 
evaluating Android malware detection include 
Drebin, Contagio, VirusShare and the Android 
Genome Project. For Windows malware, common 
datasets are EMBER, BIG2015 and SOREL-20M. 
Standard datasets allow comparing different 
techniques. But they may not reflect realworld 
diversity. Expanding datasets with adversarial 
samples can help improve robustness. Overall the 
lack of rich labeled real-world data remains a key 
limitation. 

 
4. DISCUSSION 

4.1 Effectiveness of Deep Learning in Malware 
Detection 

Deep learning works best when it is used to 
analyze unstructured data. We need to either 
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organize the data or create systems that can evaluate 
unstructured data because the majority of the data 
produced by these systems is unstructured and 
comes in different forms. Deep learning can be used 
to develop malware detection algorithms that work 
better with unstructured and unlabeled data. 
Furthermore, if the raw data supplied accurately 
represents the problem, a deep learning system can 
quickly complete thousands of challenging and 
repetitive tasks after only one training session. The 
lack of machine learning or deep learning algorithms 
in traditional malware detection systems makes them 
ineffective in identifying new malware strains. 
"Malware definitions," which are used to identify 
potential threats, are frequently updated by them.  

However, after the training, machine learning 
and deep learning algorithms can identify complex 
patterns in both structured and unstructured data, 
which is essential for creating malware detection 
systems that are effective. Malware programmers 
create programs that may undergo code 
modifications during transmission, rendering them 
undetected by typical pattern-matching tools. These 
viruses are smart and simple, readily tricking 
pattern-matching programs. Many malware samples 
have similar behavioral characteristics that ML and 
DL algorithms may use to uncover previously 
undiscovered malware. 
4.2. Performance of DL Compared with ML 

When trained on large datasets, deep 
learning algorithms outperform machine learning 
algorithms in terms of output accuracy. High-level 
attributes may be inferred using these techniques 
without the need for time-consuming feature 
extraction or specific subject knowledge. Deep 
learning was found to be more effective than 
machine learning in various papers that we re-
examined, which used both machine learning and 
deep learning techniques to detect malware 
[101,102].  

Early-stage malware detection during the 
first few seconds of a program’s execution was 
developed by Rhode et al. [39]. They compared 
RNN to common learning algorithms like SVM 
(support vector motion) and found that RNN 
performed better. While SVM’s 80% accuracy was 
rather good, RNN’s 96% accuracy after 19 seconds 
was far superior. The accuracy rate of Decision 
Trees was 92.6%, whereas that of the Random Forest 
classifier was 92%. Haddad-pajouh et al. [103] 
employed RNN-LSTM to identify risks in an IoT 
setting with a success rate of 98.18%. They also used 
more traditional forms of machine learning, with 
KNN yielding the highest accuracy (94%) of the 
bunch.  

An automotive cyber-attack intrusion 
detection system with an RNN accuracy of 86.9% 
was created by Loukas et al. [114]. They obtained 
accuracies of 73.3%, 74%, 77.3%, and 79.9%, 
respectively, using a range of machine learning 
techniques, including Logistic Regression, D.T., 
R.F., and SVM. (The Ullah et al. [102] cyber threat 
detection system was far more accurate 96% than 
earlier systems that relied on machine learning 
algorithms.  

Vinayakumar et al. [109] developed an 
intrusion detection system that relied on deep neural 
networks and achieved an accuracy of 99.2%. Using 
conventional machine learning methods, we were 
able to achieve an average accuracy of almost 80%. 
Luo et al. [81] used a method called attention CNN-
LSTM to detect Android malware. They observed 
that the average accuracy of their deep learning-
based model was 96%, whereas that of the SVMand 
KNN-based models was 95% and 94%, respectively.  

Pektas and Acarman [78] proposed a 
comparable methodology for identifying Android 
malware, which involves the utilization of 
instruction call graphs. Their study yielded a 91.4% 
accuracy rate. The suggested approach demonstrated 
higher accuracy compared to many commercially 
available learning algorithms (KNN, Logistic 
Regression, SVN, and R.F.), as evidenced by 
percentages of 80%, 70%, 79%, and 89%.  

Schranko de Oliveira and Sassi [90] have 
developed an Android malware detection system 
using a deep neural network. This system 
outperforms other machine learning Regression, 
Extra Trees, and K-Nearest Neighbors (KNN), with 
an accuracy rate of 91%. The study conducted by 
Jain et al. [55] showed that the accuracy achieved 
using Extreme Learning Machines (ELM) with a 
single hidden layer was 97.7%, which surpassed the 
accuracy obtained by a Convolutional Neural 
Network (CNN) architecture, which was 96.3%.  

Similarly, Pastor et al. [118] compared 
many classical learning algorithms to CNN and 
found that conventional learning algorithms 
generated equivalent or higher results when 
recognizing crypto-mining activities. In most cases, 
deep learning models significantly outperformed 
their non-deep counterparts [103,104]. These 
numbers point to the efficacy of deep learning 
systems in detecting and pursuing threats like 
malware. We may not find a highly precise scalable 
solution using only shallow learning methods [105]. 
Nonetheless, as previous studies and the results of 
our experiment demonstrate, DL algorithms are not 
guaranteed to outperform ML techniques [106]. We 
compared the accuracy of Deep Autoencoders to that 
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of many other ML techniques and found that 
machine learning models performed 
better[107,108]. 
4.3. Challenges in Malware Detection Using Deep 
Learning 

To train machine learning and deep 
learning algorithms, a large amount of data is 
required [109]. One of the most difficult difficulties 
in malware and threat detection is providing the 
algorithm with enough harmful and benign 
samples[110]. It is critical to keep the public 
datasets[111] up to date so that models may be 
trained using the most recent malware samples.  

There is also the issue of "overtraining the 
model," which might result in incorrect findings. 
This might happen if the data is noisy or if inaccurate 
labeling is possible [112]. Several studies have 
demonstrated high levels of accuracy[113,114]. 
They did not, however, present any experimental 
evidence of their systems’ resiliency to new malware 
threats [115]. To benefit from the advantages of deep 
learning over standard threat detection systems 
[125,126], malware detection systems must be able 
to differentiate between unique malware types and 
variants on the malware samples used for training.  

The fast expansion of the Android 
ecosystem and the associated multiplication of 
issues [139,140] emphasize the need of a flexible 
approach that may be utilized regularly in the future 
to identify new types of dangers. To solve the issue 
of continually changing malware, the model only has 
to be altered every few years, at the expense of minor 
performance advantages. The model’s evolvability 
is what makes it sustainable.  

There are several deep learning algorithms 
in the literature that can deal with complicated 
challenges like malware classification across large 
data sets. However, most researchers fail to identify 
the best approach for their issues because they do not 
often train, test, and deploy the model related to ML 
algorithm (s) selection challenges [141]. Due to 
Android malware’s dynamic nature and quick 
growth, maintaining up-to-date supervised detection 
models is a difficult task [142,144]. A long-term 
malware detection model must be created that can 
automatically update itself over time in an efficient 
and scalable manner. When determining a model’s 
long-term viability, examine the retention rate, 
lifespan, and performance reduction after the 
specified time frame.  

One of the key problems in using deep 
learning for autonomous feature engineering is 
picking or automatically learning features that will 
perform well over time and in the future[127]. Static, 
dynamic, and hybrid analytic techniques have been 

employed in the literature to automatically extract 
features for training the DL model[128]. The data 
quality is critical for machine learning and deep 
learning algorithms used to detect 
malware[129,130]. As a result, in addition to 
technological methodologies, the availability of a 
large and insightful dataset is important to the 
predicted accuracy of such systems [131,132]. 

 
5. CONCLUSIONS 

       This systematic literature review set out to 
provide a comprehensive overview of deep learning 
techniques applied for malware detection across 
computing platforms. Our analysis of 107 highly 
relevant studies from 2015-2023 reveals that 
convolutional neural networks dominate this 
research landscape, enabling effective learning of 
spatial patterns from raw malware samples. 
However, several limitations remain that constrain 
real-world deployment of deep learning-based 
malware defense systems. 
 
      A key objective was assessing the effectiveness 
of deep learning compared to traditional machine 
learning approaches relying on manual feature 
engineering. The literature overwhelmingly 
demonstrates enhanced accuracy from deep learning 
models like CNNs, LSTMs, and autoencoders that 
automatically extract useful features from 
executable files, byte sequences, and API calls. 
However, model resilience against obfuscation 
attacks that degrade generalization requires further 
improvement. 
 
      We also sought to identify key challenges faced 
in applying deep learning for robust malware 
detection. Insufficient labeled real-world training 
data, lack of model interpretability, and inability to 
sustain accuracy over long periods emerged as 
primary limitations. Though deep learning achieves 
high accuracy on benchmark datasets, performance 
in operational environments remains uncertain.  
 
        In conclusion, while deep learning shows 
significant promise for malware detection, progress 
on robustness, transparency, and continuous 
retraining is needed. As malware threats persist and 
evolve, developing sustainable, self-adaptive deep 
learning models must be a priority. This systematic 
review highlighted crucial gaps that need addressing 
to realize the potential of AI-powered techniques for 
reliable malware defense. More work is required to 
transition promising research solutions to large-scale 
real-world deployment. 
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6. FUTURE EXTENSIONS 
 
Our research lead us to the following 

implications for readers and future researchers 
interested in malware detection using machine 
learning and deep learning: 
  Because of the explosion of internet data, 

traditional data processing techniques cannot 
deal with the ensuing massive data quantities 
[133,134]. Big data frameworks like Hadoop 
and Spark enable the processing of enormous 
datasets [135,136]. Because huge volumes of 
data must be processed, internet security 
systems may benefit from merging deep 
learning virus detection with big data 
technologies [137].  

 It remains uncertain how well deep learning 
malware systems proposed in research will 
perform at scale on big datasets. Testing and 
validation of big data is an open challenge [138].  

 Web and internet security has not received as 
much attention in deep learning security 
research as the Windows and Android platforms 
have. However, internet security is just as 
important [139].  

 Our study suggests developing deep learning 
systems for internet security should be an area 
of focus [140].  

 Many studies report high malware detection 
accuracy, up to 99.9%, with deep learning. 
However, realizing this performance in real-
world deployments remains an open problem. 
Researchers should enable easy and effective 
use of deep learning for malware protection by 
end users.  

 Developing sustainable, self-evolvable deep 
learning models that avoid frequent retraining is 
important.  
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Table 3: The models used in this study 
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Malimg, BIG 
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MaleVis 

98.46% 
accuracy 

DL 

[121] Static op-
code 

extraction + 
dynamic 
analysis 

Bi-LTSM, CNN Not stated IoT KISA 2019  U
p to 95% 
accuracy 

DL 

[122] Represent 
app as image, 

extract dex 
file bytes as 

pixels 

CNN TensorFlo
w, CUDA 

Android Argus Lab 
 

97% 
accuracy 

DL 

[123] Text 
classification 

on app 
analysis 

sequences 

CNN Keras Android Various 
datasets 

96.6% 
accuracy 

DL 

[124] Dynamic 
analysis logs 

to feature 
vectors 

CNN with Leaky 
ReLU 

Not stated Android Self-
generated 

98% 
accuracy 

DL 

[125] Static 
analysis of 

Java bytecode 
control flow 

CNN Not stated Java 
platform

s 
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generated 

98.4% 
accuracy 

DL 

[126] API call 
graph 

patterns 
analysis 

CNN Not stated Android Playstore , 
VirusShare 

93.2% 
accuracy 

DL 

[127] Static/dynami
c analysis on 
ELF binaries 
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TensorFlo

w, 
scikitlearn 

IoT Various 
sources 

 

98% detect 
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100classify 
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DL 

[128] Bytecode to 
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autoencoder 
reconstructio

n error 

Autoencoder + 
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w 
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VirusShare 

 

96.2% 
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DL 

[129] Distributed 
model, static 
+ dynamic 

analysis 
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DL 
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model 
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CNN PyTorch IoT Not stated 
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DL 
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feature 
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Not stated Keras Window
s 

EMBER 
 

97.5% 
accuracy 

ML 

[132] Visualize 
malware as 

CNN (VGG16) Not stated Window
s 

VirusSig n 
dataset 

94.7% 
accuracy 

ML 
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