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ABSTRACT 
 
Side Channel Analysis (SCA) is among the newly emerged threats to affect confidential information by 
examining non-functional computation aspects of program implementation such as elapsed time, amount of 
memory allocation, or network packet size. The ability to automatically find out the amount of information 
that a malicious user expands through side-channel observations allows evaluation of the security of an 
application. During the access the confidential information from the cloud, some amount of information is 
discharged through side channels attacks. Therefore, it is important to specify the amount of discharging in 
order to detect vulnerabilities in recovering confidential information. In order to improve the side channel 
attack detection accuracy, a new Cryptographic Consensus Schmidt-Samoa Jaccard Extreme Learned 
Blockchain (CCSJELB) is introduced. The proposed CCSJELB technique performs two different processing 
steps such as block generation and validation. In the first step, the cloud server request to user about the 
registration. Then the server generates the blocks for each user with the help of the HAVAL cryptographic 
hash function to minimize communication overhead. Then the Wilcoxon signed-rank test consensus 
mechanism is applied for active or inactive user-generated blocks.  After that, an improved Schmidt-Samoa 
Jaccard Extreme Learning Machine is employed for block validation. The Extreme Learning Machine 
consists of many layers for side-channel attack detection and secure data transmission. The number of 
generated blocks for each cloud user is given to the input layer. For each generated block, pair of keys is 
generated by applying improved schmidt-Samoa cryptography. After that, encryption is performed with a 
public key and stored on the cloud server. Whenever the user accesses the block, the validation is performed 
based on the Jaccard coefficient. Then the sigmoid activation function is applied to provide the attack 
classification results. Finally, the decryption is performed to obtain original data. The attack classification 
results, and secured communication results are obtained at the output layer with higher accuracy. An 
experimental assessment of the proposed CCSJELB is carried out with respect to communication overhead, 
throughput, attack detection accuracy, false positive rate, attack detection time, and confidentiality rate with 
a different number of traces. The analyzed performance results designate that the CCSJELB increases data 
communication security with a higher channel attack detection accuracy, throughput, confidentiality rate, and 
minimum overhead and time than the conventional methods. 
Keywords:   Cloud Computing, Side Channel Attacks, HAVAL Cryptographic Hash, Wilcoxon Signed-Rank 

Test Consensus Mechanism, Improved Schmidt-Samoa Cryptography, Extreme Learning 
Machine, Extreme Learning Machine, Extreme Learning Machine. 

1. INTRODUCTION  
 

 Information security is a design constraint 
in roughly all domains of computing. Computing 
resources provided as a service through the internet 
is referred as cloud computing. It tracks the on-
demand property and payment model. With the 
property of resource sharing in remote locations, 

cloud suffers security issues such as attacker or 
malicious user access, data modification, outsources 
auditing and so on. Among the many types of 
security threats, Side-Channel Analysis (SCA) is a 
dominant attack that assistances any leakage of a 
system to recover secret information. Side-channel 
attacks are sorted as profiled and non-profiled 
attacks based on an attacker’s environment.  A 
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profiled attack is an example of a side-channel attack 
performed through a profiling device, which is the 
same as the attack target device with a fixed secret 
key. On the other hand, a non-profiled attack is part 
of a side-channel attack in an environment without 
profiling devices. Therefore, cryptography 
mechanism is used to detect the attack in the cloud 
network to increase the security of user data. Cloud 
cryptography is a group of methods applied to secure 
data stored in cloud. 

Modern cryptographic algorithms are 
employed to preserve information at the software 
level. Parallel Sponge-Based AE with Side-Channel 
Protection and Adversary-Invisible Nonces 
(PSASPIN) was introduced in [1] to detect lower-
order differential power attacks. But the multiple 
attack detection was not resolved.  A multi-input 
deep-learning model was developed in [2] with 
multiple outflow intervals collaboratively to perform 
the attack detection. The designed model increases 
the classification accuracy, but the other efficient 
cryptographic algorithms were not implemented for 
finding similar attacks. 

 
   Different deep learning techniques were 

developed in [3] for non‐profiled attacks on the 
AES‐128 encryption implementation. However, the 
technique failed to reduce the data complexity of 
attack detection.  Information theory-based 
automatic neuro evolution method was introduced in 
[4] that successfully perform the side channel attack 
traces with different classes. But the performance of 
overhead was not minimized. A machine learning-
based side-channel attack (SCA) detection approach 
called WHISPER was developed in [5] with higher 
accuracy and minimum overhead. However, the 
specialized machine learning models were not 
trained to identify anonymous attacks. 

 
 A twin support vector with a deep kernel 

model was designed in [6] with the implementation 
of AES-128 for accurately predicting the side-
channel leakages. However, the performance of the 
throughput was not improved. An Entropy-based 
Cost Function (EBCF) and Illegal Sequence 
Detection (ISD) were developed in [7] for side-
channel attacks.  But the evaluation of efficient 
countermeasures and an extension of the attack 
detection framework were not considered. 

 A chosen-ciphertext clustering attack on 
CRYSTALS-KYBER was performed in [8] by 
means of responsive variable restrictive outflow of 
Barrett attenuation. But it did not guarantee security 
against timing attacks. The side-channel attack over 
the key assertion in the quantum key distribution 

system was developed [9] to receive a shared secret 
key among two users. But THE HIGHER 
confidentiality level was not improved. The secure 
Block-Level Double Encryption (SBLDE) model 
was designed in [10] for user signature 
authentication to recognize irregular cache data and 
channel behaviors during data transformation. But 
the designed model failed to enhance the security 
with efficient tracking of data for communication 
purposes. 

 
1.1 Contributions of the work 

 
The major contributions of CCSJELB 

technique are listed below. 
• A novel method CCSJELB technique is introduced 
to improve the side channel attack detection with 
higher accuracy and minimum time.   
•  The HAVAL cryptographic technique is designed 
in CCSJELB to generate the blocks for each user to 
minimize communication overhead.  Then the 
Wilcoxon signed-rank test consensus mechanism is 
developed for active or inactive user generated block 
to enhance the throughput of data transmission.  
• An improved schmidt-samoa Jaccard Extreme 
Learning Machine is employed in CCSJELB 
technique for block validation.  The improved 
schmidt-samoa cryptography is applied in Extreme 
Learning Machine for encryption and decryption. 
This helps to improve data confidentiality level. The 
Jaccard coefficient is applied for secret word 
matching to classify different types of attacks with 
higher accuracy and minimum time based on 
sigmoid activation function.   
• Finally, extensive experiments are conducted to 
evaluate the performance of our CCSJELB 
technique along with the conventional scheme based 
on various performance metrics. 

 
  1.2 Organization 

 
The paper is organized into various sections 

as follows. Section 2 provides research problem 
Section 3 discusses the related works. Section 4 
implements the proposed CCSJELB technique. The 
detailed experimental setup and dataset description 
are presented in section 5.  Performance outcomes 
are discussed in Section 6 and justification of the 
study is given in section 7. Finally, Section 8 
provides the conclusion of proposed work. 
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2. RESEARCH PROBLEM  
 

Cloud dominates all types of computing in 
the network owing to the service-oriented and on-
demand nature of the model. The user utilizes a 
cloud model to achieve the resource needs with 
minimum cost. Cloud security plays a major role as 
it is securing the user data in a more reliable manner. 
Diverse stages of security problems imposed 
through the cloud provider are still taken as a 
problem in the resource level. In cloud, side channel 
attack leads to severe concerns as the attacker carry 
outing access of the resources that causes the 
reliability problem. Through the malicious user 
access, the confidentiality, integrity and security of 
data is degraded. Therefore, there is a need for 
authenticated cryptography schemes for secure 
communications to protect the confidentiality and 
integrity of cloud data. In this regard, this paper 
establishes a novel and efficient cryptography 
techniques to address the side channel attack in 
cloud. 
 
3. RELATED WORKS  

            A Convolutional Neural Network 
architecture was designed in [11] for detecting side-
channel attacks. But the cryptography technique was 
not implemented to improve confidential data 
transmission.  An improved lightweight 
convolutional neural network was introduced in [12] 
for side channel analysis for comparative 
experiments. But it failed to investigate the 
application of deep learning techniques for side-
channel analysis. 

A new computational security approach was 
designed in [13] and decentralized blockchain 
network to detect the different types of side-channel 
IoT attacks. However, the computational burden was 
improved using the designed blockchain. Non-
profiled side-channel attacks based on deep learning 
were developed in [14] to improve the success rate 
of attack detection. But the time complexity of the 
deep learning was not enhanced. A new threat model 
was developed in [15] against side-channel attacks 
to minimize communication costs. But the accuracy 
was not improved.   

 Side-channel cryptanalysis with multi-thread mixed 
leakage was investigated in [16]. But the deep 
learning technique was not applied to enhance the 
performance of side-channel attack analysis.  An 
effective Convolutional Neural Network (CNN) 
based method was developed in [17] for side-
channel analysis. However, it failed to train much 

quicker with better performance by means of 
consuming fewer resources. 

 A secure and lightweight method was designed in 
[18] to ensure data confidentiality. However, the 
performance of attack detection time was not 
minimized. New side-channel-based password 
cracking system was deled in [19]. But the false 
positive rate was not minimized. A free-space 
Quantum key distribution system was designed in 
[20] for side-channel attack detection.   

4. METHODOLOGY  
 In side-channel attacks, the adversary corrupts 
sensitive information from the victim through shared 
resources. The sensitive information is typically 
related to cryptographic operations for secret-
dependent control flows. A conventional 
cryptographic algorithm is needed to protect 
information at the software level. These algorithms 
are requiring massive computing power to break 
with side-channel attacks. As side-channel attacks 
access a physical device, they require efficient 
cryptographic algorithms embedded in the cloud for 
security. A side-channel attack is a physical attack 
that collides with a security system from 
cryptographic devices, such as operation time,   
resource consumption, cache access, and so on. In 
order to detect the attacks in the cloud environment, 
a novel technique called CCSJELB is introduced.  
This technique uses the Blockchain which is a most 
eminent rising technology to provide security, 
integrity, as well as confidentiality for any sensitive 
information transaction by detecting side-channel 
attacks in a cloud environment.

 

Figure 1: architecture of proposed CCSJELB model  

           Figure 1 portrays the structural design of the 
proposed CCSJELB technique to provide security of 
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data transmission by detecting the different types of 
side channel attacks in the cloud environment. The 
CCSJELB technique constructs the blockchain 
technology for side channel attack detection by 
including a block generation and block validation.  
This different process of CCSJELB technique is 
described in the following subsections.  

4.1 HAVAL cryptographic hash block 
generation 

 The first process of the proposed CCSJELB 
technique is to perform the block generation using 
HAVAL cryptographic hash. A blockchain is a 
distributed decentralized technology that comprises 
a chain of blocks and each block encloses a set of 
data. The blocks are linked together using 
cryptographic methods and form a sequential chain 
of information. Blockchain technology is used to 
protect and secure sensitive data in online data 
transactions. Contrary to conventional cryptographic 
techniques, there is no third-party interference is 
required. The main advantage of the blockchain is to 
increase the speed of the transaction in the cloud. 
Therefore, the proposed technique is used to enhance 
blockchain technology to speed up the transmission 
with higher security.   
  Before the data transmission, the user registers their 
details to the cloud server.  Block is generated for 
each registered user. Every blockchain consists of 
numerous blocks and each block contains the data of 
the cloud user. 
Let us consider the cloud user ‘CU’ transmits a 
request to the Cloud Service Provider ‘CSP’. After 
receiving the request, CSP’ generates a block.   

 

Figure 2:  Block Generation 

Figure 2 illustrates the block generation for 
each registered user.  Every block includes a header, 
cryptographic hash of the previous block ‘Pr_h’, a 
timestamp ‘〖Ti〗_s’, and root hash ‘R_H’.  Each 
transaction comprises the user data. The root hash 
(R_H) is generated using hash function 
cryptographic hash function to enhance the data 
integrity. As shown in the block generation, the data 
block has a user data.  Then the user information’s is 

protected by applying the HAVAL cryptographic 
hash function.  

First, the input user data is divided into 
number of message blocks   

D_i=b_1,b_2,b_3,….b_k  (1) 

Where,D_i indicates a user data divided 
into message blocks  b_1,b_2,b_3,….b_k with a 
uniform size and the hash is computed from the 
initial value (b_0)  

h_0←b_0   (2) 

h_(i+1)=〖[Q〗_(b_i )  (h_i )  ⨁h_i]   for   
0≤i<n   (3) 

Where, h_(n,) denotes a final hash output of 
the 128bit variant, the data block (b_i) as the key to 
a block cipher ‘Q’ and provide to the previous hash 
value (h_i). The output ciphertext is then also ‘⨁’ 
Xored with the previous hash value and the message 
block (b_i) as the key to a block cipher ‘Q. Initially, 
the previous hash value it set to a pre-specified initial 
value (h_0).   As a result, generated hash of one data 
block is not the related to another block i.e h_1≠h_2. 
The final resultant hash is obtained as the output of 
the last data block.    

4.1.2 Wilcoxon signed-rank test consensus 
mechanism 

Once the block is generated, active and 
inactive cloud user’s block is determined to enhance 
the trust among the blocks. An active and inactive 
cloud user’s blocks are identified through the 
Wilcoxon signed-rank consensus mechanism. The 
consensus mechanism is applied to attain trust and 
security across a decentralized cloud network. 

Wilcoxon signed-rank test is a non-
parametric statistical test used to find the active user 
block based on trusted behavior. The trusted 
behavior of each user block is identified by sending 
the feedback information from other blocks about 
the particular block in the consensus process.   

First, collect all the feedback information 
from other blocks. Then assign the sign for all the 
feedback. 

Q=∑_(i=1)^n〖S_(n)f_i〗                             
(4) 

 Where, Q  denotes signed-rank sum test, 
S_(n ) denotes sign i.e positive (+ve) or negative (-
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ve),  f_i indicates a feedback information. Based on 
the positive sign, the blocks are sorted in an 
ascending order. Then the positive ranked feedback 
information observation is one, the rank of the next 
smallest is two, and so on. In this way, the ranking is 
applied. Finally, high ranked blocks are selected as 
an active user block and other blocks are removed.  

Z=R_high (〖Bl〗_i )   (5) 

Where, Z  denotes an output of Wilcoxon 
signed-rank test, R_high denotes higher ranking 
block (〖Bl〗_i). The selected active cloud user’s 
block are connected to chain and other blocks are 
removed. The pseudo code representation of block 
generation process is given below. 

 
Algorithm 1: Block generation  

Input: Dataset ‘𝐷𝑆’, Cloud User ‘𝐶𝑈 =  𝐶𝑈ଵ, 𝐶𝑈ଶ, … , 𝐶𝑈௠’, 
Block ‘𝐵𝑙 =  𝐵𝑙ଵ, 𝐵𝑙ଶ, … , 𝐵𝑙௡’, Cloud Service Provider 
‘𝐶𝑆𝑃’ 

Output: Block generation  

Begin 

1: Foreach user 𝐶𝑈 

2. Register the details to cloud server ‘𝐶𝑆’  

3. 𝐶𝑆𝑃’ generate block ‘𝐵𝑙’ 

4. For each user block ‘𝐵𝑙’ 

5. Generate root hash value ‘ℎ௜′ using (3) 

6. End for 

7.  End for 

8. user send requestto join the chain to the service provider 
‘𝐶𝑆𝑃’  

9.𝐶𝑆𝑃 distributes the request  to other blocks ‘𝐵𝑙௜’   

10. For each other block   ‘𝐵𝑙௜’  in chain 

11.  Sends the feedback ‘𝑓௜’ to 𝐶𝑆𝑃 

12.𝐶𝑆𝑃  assign  the sign to find positive or negative feedback  

13.  𝐶𝑆𝑃  assign  the rank based on sign 

14.  𝒊𝒇 (𝑅௛௜௚௛(𝐵𝑙௜))then 

15. cloud userblock '𝐵𝑙௜’ is  active andconnected to chain 

16.  else  

17. cloud userblock ‘𝐵𝑙௜’ is  inactive  

18.   End if 

19.  Return (generated  blocks ‘𝐵𝑙’) 

20. End for 

21. End  for 

End 

 
Algorithm 1 provides different processing 

steps for user block generation. For each user, 
register their details to cloud service provider. The 
HAVAL cryptographic function is used to generate 
the hash for each user data and generates the blocks. 
After the block generation, active and inactive user 
blocks are identified through the Wilcoxon signed-
rank test consensus mechanism based on the ranking 
procedure. As a result, active user blocks are 
connected to the chain. Other than the inactive cloud 
user block is removed, and it did not connect to the 
chain. Thus, the active cloud user blocks are 
generated for the validation process. 

 
4.2 Improved schmidt-samoa Jaccard Extreme 

Learning Machine 
 
After the block generation, the block 

validation is carried out before the data transaction 
to ensure the security of data transmission by 
detecting the different types of side-channel attacks. 
Th valid blocks are distributed on the network to 
participate transaction process. The proposed 
technique uses the Improved schmidt-samoa Jaccard 
Extreme Learning Machine in order to identify 
different types of side-channel attacks. The proposed 
classifier considered the following attacks cache-
based attack, timing attack, data remanence attack, 
differential fault analysis, allocation-based side 
channels attacks and template attacks. A template 
attacks recovers cryptographic keys by using a 
matching “template” tool.  

Extreme Learning Machine is an easy 
learning approach to offer better classification 
performance of the above said six different types of 
attacks and fast learning speed. It is a feed-forward 
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neural network, and it did not use any back-
propagation algorithm for tuning the parameters. As 
a result, iterative learning process is not needed. 

 

 

Figure 3: construction of extreme learning machine  

Figure 3 portrays the construction of extreme 
learning machines with a feed-forward neural 
network. The structure includes input layer, multiple 
hidden layers, and output layer. Compared with the 
conventional deep neural network, extreme learning 
machines comprises two characteristics such as 
hidden layer parameters such as weights and the 
biases are arbitrarily initialized.  

As shown in the above figure, let us consider that the 
input as a number of generated blocks 〖Bl〗_1,〖
Bl〗_2,〖Bl〗_3…〖Bl〗_n  .  First, the random 
weights matrix and bias are created for the input 
layer.  

 

𝑤௜௝ = ൦

𝑤ଵଵ 𝑤ଵଶ … 𝑤ଵ௡

𝑤ଶଵ 𝑤ଶଶ … 𝑤ଶ௡

⋮ ⋮ …  ⋮
𝑤௠ଵ 𝑤௠ଶ … 𝑤௠௡

൪(6) 

Where, w_ij denotes the weight matrix between 
input and hidden layer, and bias is generated as 
follows, 

𝑥௜ = ∑ [𝐵𝑙௜ ∗௡
௜ୀଵ 𝑤௜௝] +  𝐹   (7) 

From (7), the activity of neurons at the input layer 
‘w_ij’ denotes that the weight between input and 
hidden layer, bias function ’ F’,   Then the input is 
fed into the hidden layers. In that layer, data 
encryption is performed using improved schmidt-
samoa public key cryptosystem.    

 The proposed cryptosystem focuses on the issues of 
side-channel attack detection. O the contrary to 
Schmidt-Samoa public key cryptosystem, the 
improved version considers the four different prime 
numbers for the public key and private key 
generation. Schmidt-Samoa public key 
cryptosystem is an asymmetric key cryptosystem 
where the public key is used for data encryption and 
the private key is used for data decryption.   In order 
to increase the possibility of side-channel attacks in 
the cloud, a proposed cryptosystem is proposed with 
four large prime numbers rather than two large prime 
numbers.   

Let us consider four large prime numbers as c,d,u,v. 

Calculate least common multiplier (LCM) between 
c-1 and d-1,  

J=LCM (c-1 )  (d-1)   (8) 

Calculate least common multiplier (LCM) between 
u-1 and v-1,  

K=LCM (u-1 )  (v-1)   (9) 

          Then, multiply these two prime numbers 

M=c*d   (10) 

 N=u*v    (11) 

  Compute inverse function, 

M_n=M^(-1)modJ                                                      (12) 

 

N_n=N^(-1) mod K            (13) 

Finally perform multiplication between M_n and  
N_n 

G=M_n*N_n                        (14) 

Based on above said values, the public key ‘H’ is 
generated as given below,  

H=G mod J                         (15) 

 The private key is generated as given below, 
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d=H^(-1)  mod J                        (16) 

Let us consider the plain text ‘〖Bl〗_i’ 

β_c=〖〖Bl〗_i〗^H  mod H            (17) 

Where β_c  denotes a cipher text, 〖Bl〗_i denotes 
plain text, H denotes a public key. For each user, 
dynamic secret word ‘DSW’  is generated for 
authorization. 

 Then the encrypted output is stored, and it sends to 
the receiver. On the receiver end, the decryption is 
performed with their private key. During the 
decryption, the blockchain server performs an 
authentication process, and the smart contracts are 
established to create communication between the 
users with certain rules without believing outer third 
parties. The rule of smart contracts defines only 
authorized users to access the data from the server 
and avoid access from the unauthorized.   

 When the users access the data, the server requests 
to enter the dynamic secret words ‘DSW’.  Then it is 
verified using Jaccard coefficient with the entered  
DSW’  and already stored word DSW’.   

𝜌 =
஽ௌௐೄ∩஽ௌௐಶ

|஽ௌௐೄ|ା|஽ௌௐಶ|ି|஽ௌௐೄ∩஽ௌௐಶ|
    (18) 

 Where, ρ denotes a Jaccard coefficient, 〖
DSW〗_S  indicates dynamic secret words at server, 
〖DSW〗_E indicates a dynamic secret word 
entered, the intersection symbol ‘⋂’ designates 
mutual dependence between the secret words are 
statistically dependent, |〖DSW〗_S | denotes a 
cardinality of the set indicates number of words in 
the stored secret word,  |〖DSW〗_E | denotes a 
cardinality of the set indicates number of words in 
the entered secret word. The coefficient returns the 
output values as 0 or 1. 

 The sigmoid activation function is applied to 
analyze the coefficient results, 

δ=〖(1+exp 〖(-ρ〗))〗^(-1)   (19) 

Where δ indicates sigmoid activation function, ρ 
indicates coefficient results.  

𝛿 = ൜
1         , 𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 
0  , 𝑢𝑛𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 

        (20) 

The activation function ‘δ’ returns the output ‘1’ 
indicates that the user is classified as authorized, ‘0’ 
denotes unauthorized  or attacks (i.e., cache attack, 
timing attack, data remanence attack, differential 
fault analysis attacks, allocation-based side channels 
attacks). In this accurate classification performed to 
identify the attacks and minimize the false positive 
rate.   

Finally, authorized user decrypts the data and 
obtains the original data.   

〖Bl〗_i=〖β_c〗^d  mod J   (21) 

Where, 〖Bl〗_i plain text, β_c cipher text, d  
private key, J  denotes a prime number. This helps to 
improve the accuracy of attack detection and 
improve the secure transaction with higher 
confidentiality rate.  The algorithmic steps for block 
validation are given below.  

// Algorithm 2: block validation  

Input: Generated blocks 𝐵𝑙ଵ, 𝐵𝑙ଶ, 𝐵𝑙ଷ … 𝐵𝑙௡ 

Output: Improve attack detection accuracy  

Begin 

1. Number of generated blocks 

𝐵𝑙ଵ, 𝐵𝑙ଶ, 𝐵𝑙ଷ … 𝐵𝑙௡in the input layer 

2.  For each generated blocks𝐵𝑙௜ 

3. Assign the random weight ‘𝑤௜௝’  and bias F’ 

4. End for 

5. For eachblocks𝐵𝑙௜–[hidden layer  1] 

6.       Generate the pair of keys using (15) (16) 

7.   Perform encryption using (17) 

8.    Store cipher text into server  

9.  If user access the data  then   [hidden layer  2] 

10.   Perform dynamic secret words ‘𝐷𝑆𝑊’  

matching using (18) 

11. Apply activation function   ‘𝛿’     [hidden layer  

3] 

12.  If (𝛿 = 1) then 

13. User  is classified as authorized 

14. else   

15. User  is classified as attacks  

16.  End if 

17.  End if 
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18.  For authorized user  

19. Perform decryption using (21) to get original data 

at the output layer  

20.  Return (different types of attacks) 

21. End for  

End 

The above algorithm explains the different 
procedures of attack detection in the cloud. Extreme 
Learning Machine consists of many layers to analyze 
the given input. The number of generated blocks for 
each user is considered the input layer. The weights 
are randomly allocated to each input as well as the 
bias function. Then the input is sent to the first 
hidden layer.  For each generated user block, pair of 
keys is generated for secure data transmission. Then 
the encryption is carried out on the sender side to 
generate the ciphertext. After that, the validation is 
said to be performed based on the Jaccard coefficient 
in the second hidden layer. Then the sigmoid 
activation function is applied to provide the attack 
classification results. Finally, the authorized user 
decrypts the data to improve data confidentiality at 
the output layer. 

5. EXPERIMENTAL SETUP 

In this section, experimental assessment of the 
CCSJELB and existing PSASPIN [1]  [2]  are 
implemented in JAVA high-level class-based object-
oriented programming language through CloudSim 
simulator.  In order to conduct the experiment, a 
SCAAML dataset is used, and it taken from the 
https://github.com/google/scaaml/tree/master/scaam
l_intro. The SCAAML dataset includes a more than 
8000 samples instances are considered as input 
sample data, and it used for simulation. For the 
experimental consideration, the number of samples 
instances taken in the ranges from 800 to 8000. 

6. PERFORMANCE RESULTS 
ANALYSIS  

The relative result analysis of proposed CCSJELB 
and existing PSASPIN [1] Multi-input deep-learning 
model [2] are discussed in this section with different 
parameters such as communication overhead, 
throughput, attack detection accuracy and attack 
detection time, confidentiality rate with a different 
number of traces or input sample data.                                                            

6.1.  communication overhead 

 It is evaluated as amount of memory consumed for 
block generation. This mathematically formulated 
as given below.  

 𝐶𝑂 = ∑ 𝑇௜ ∗ 𝑀𝑒𝑚[𝐵𝐺 ]௡
௜ୀଵ  (22) 

Where, the communication overhead ‘CO’ is 
measured based on the network traces ‘T_i’ 
involved in the simulation process and the memory 
consumed in performing block generation 
‘Mem[BG ]’ respectively. It is measured in terms of 
kilobytes (KB). 

     Table 1: comparison of communication overhead 

 

 

Figure 4: Performance analysis of     

communication overhead versus number of Traces. 

 

Number 
of Traces  

Communication overhead (KB) 

CCSJELB PSASPIN Multi-input deep-
learning model                                                                                                                             

800 192 280 240 

1600 216 315 264 

2400 264 350 300 

3200 291.2 395 336 

4000 328 435 364 

4800 360 450 388.8 

5600 392 480 448 

6400 416 525 480 

7200 446.4 585 511.2 

8000 464 625 544 
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Figure 4 depicts the performance analysis of 
communication overhead for varying numbers of 
traces taken in the range from 800 to 8000. As 
exposed in figure 7, the numbers of traces in the 
horizontal axis whereas the computation overhead 
observed in vertical axis. Among three methods, 
CCSJELB technique is comparatively provides 
better performance. Let us consider 800 traces. By 
applying CCSJELB technique, communication 
overhead was observed by 192 KB whereas the 
communication overhead of existing PSASPIN [1] 
Multi-input deep-learning model [2]were observed 
by 280 KB and 240KB  respectively. Likewise, the 
nine various runs are performed for each method. 
As a result, different ten results are detected with 
respect to a different number of traces. Finally, the 
performance of CCSJELB technique is compared to 
the existing methods. As a result, the overall 
performance results indicate that the average 
outcome of communication overhead gets 
minimized by 25% compared to [1] and 13% when 
compared to [2]. This is because of applying a 
HAVAL cryptographic hash and Wilcoxon signed-
rank test consensus mechanism. Then the server 
generates the blocks for each registered user by 
applying HAVAL cryptographic hash to generate 
the root hash of the user data.  Then the Wilcoxon 
signed-rank test consensus mechanism is applied to 
identify the active or inactive user generated block. 
This helps to minimize the communication 
overhead in block generation.   

6.2 Throughput 

It refers to the maximum amount of data 

received at the receiver end.  It is calculated using 

given mathematical formula,  

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = ∑
்ೝ೐೎೐೔ೡ೐೏

ೞ்೐೙೟
∗ 100  (23) 

Where,  𝑇௥௘௖௘௜௩௘ௗ  denotes a network traces 

received ‘𝑇௦௘௡௧’ denotes a traces sent. It is measured 

in terms of percentage (%). 

 

 

           Table 2: comparison of Throughput 

 

 

Figure 5:Performance analysis of throughput 
versus number of traces 

Figure 5 portrays the performance outcomes 
of throughput of data transmission versus number of 
the traces.  The obtained graphical outcomes 
demonstrate that the throughputs of all three 
methods are shown in figure 5. The graph indicates 
that the overall performance of throughput using 
CCSJELB technique is found to be improved than 
the existing methods. Let us consider the number of 
traces 800. By applying a proposed CCSJELB 
technique, throughput was found to be  96.25% 
whereas the throughput by applying two existing 
methods [1], [2] were found to be  79% and 89.37%  
respectively. Accordingly, the overall performance 
of throughput is identified by taking the average of 
ten comparison results. The observed results indicate 
that the throughput is considerably improved by 22% 
when compared to [1] and 9% when compared to [2] 
respectively. This is because of applying the 
Wilcoxon signed-rank test consensus mechanism for 
identifying the active or inactive user block. These 
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active blocks are connected to the chain to perform 
the data transaction which results increases the 
throughput. 

 6.3 Attack detection accuracy   

 It is measured as the ratio of number of traces 
that has identified as different types of side channel 
attack to the total number of traces. It is 
mathematically formulated as given below.  

𝑆𝐶𝐴𝐷௔௖௖ = ∑
்ೌ೏

்೔
∗ 100௡

௜ୀଵ   (24) 

Where, 〖SCAD_acc denotes a side-channel 
attack detection accuracy, T_ad denotes a network 
traces that has detected the type of attack accurately, 
T_i  denotes a total number of network traces. It is 
measured in terms of percentage (%). 

  Table 3: comparison of attack detection accuracy    

 

 

Figure  6: Performance analysis of attack detection 
accuracy versus number of traces 

Figure 6 portrays the performance outcomes of 
attack detection accuracy with respect to number of 
traces. Accuracy is measured using proposed 
CCSJELB and existing PSASPIN [1] Multi-input 
deep-learning model [2]. In the above figure, 
horizontal axis represents the number of traces, and 
the vertical axis point outs the attack detection 
accuracy. The observed result indicates that the 
proposed CCSJELB technique outperforms well 
than the other methods, [1] and [2].  However, with 
simulations conducted with 800 traces, the accuracy 
was observed to be 96.25% using proposed 
CCSJELB technique and 80% and 88.75% using 
existing two methods [1], and [2] respectively.  The 
overall performance of ten results designates that the 
of attack detection accuracy using proposed 
CCSJELB technique is considerably improved by 
22% when compared to [1] and 9% when compared 
to [2] respectively. With this measure, the accuracy 
is improved using CCSJELB technique due to the 
application of extreme learning machine classifier. 
The improved schmidt-samoa cryptography 
performs encryption and decryption. The Jaccard 
coefficient is applied for matching the dynamic 
secret word.  The sigmoid activation function is used 
to identify the authorized or attackers with higher 
accuracy. 

6.4.  False positive rate: 

 It is defined as the ratio of number of traces that has 
detected attack incorrectly to the total number of 
traces. It is mathematically formulated as given 
below.  

 𝐹𝑃𝑟 = ∑
்ೌ೏(௜௖௢௥௥௘௖௧௟௬)

்೔
∗ 100௡

௜ୀଵ  (25)

   

Where, FPr denotes a false positive rate, T_ad 
(incorrectly) denotes a network traces that has 
detected the type of attack incorrectly, T_i  denotes 
a total number of network traces. It is measured in 
terms of percentage (%). 
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      Table 4: comparison of false positive rate 

 

 

Figure 7 Performance analysis of false positive rate 
versus number of traces 

Figure 7 illustrates performance analysis of false 
positive rate with respect to three different methods 
namely CCSJELB, existing PSASPIN [1] Multi-
input deep-learning model [2].  As shown in figure 
7, the performance of false positive rate is smaller 
using CCSJELB technique than the existing 
methods. This is due to the reason that all the 
instances accurately classified as a different types of 
side channel attacks. However, with experiment is 
conducted with 800 traces, the false positive rate was 
observed to be 8.75% using CCSJELB technique 
and 15% and 11.25% using [1], and [2] respectively.  
This is because of applying an extreme learning 
machine classifier for accurately detects the attacks 
and minimizes the incorrect classification with the 
help of Jaccard coefficient and sigmoid activation 
function. The comparison results indicate that the 
false positive rate is considerably minimized by 37% 
and 24% when compared to [1], and [2]. 

 

6.5.  Side-channel attack detection time: 

 It refers to amount of time consumed for detecting 
different types of side-channel attacks in cloud data 
transaction. The attack detection time is measured as 
given below.  

𝑆𝐶𝐴𝐷௧௜௠௘ =  ∑ 𝑇௜ ∗ 𝑇𝑖𝑚𝑒 [𝐴𝐷]௡
௜ୀଵ   (26) 

Where, 〖SCAD〗_time  denotes a side-channel 
attack detection time, T_i  denotes a total number of 
traces,  Time [AD]  denotes a time consumed in 
detecting the side-channel attacks. It is measured in 
terms of milliseconds (ms). 

   Table 5: comparison of attack detection time 

 

 

Figure 8 Performance analysis of attack detection 
time versus number of traces 

Figure 8 given above demonstrates the graphical 
illustration of attack detection time with respect to a 
number of traces. As shown in figure 8, ‘x ‘axis 
represents the number of traces, and ‘y’ axis 
represents the attack detection time.  The graphical 
demonstrates that the s attack detection time of 
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different methods gets increased while increasing 
the number of number of traces. But comparatively, 
the attack detection time of the CCSJELB technique 
is found to be decreased when compared to existing 
methods. The reason behinds the minimum amount 
of time owing to the application of dynamic secret 
word matching through the Jaccard similarity.. This 
helps to minimize the attack detection time. From the 
validation result, the attack detection time using 
CCSJELB technique is said to be comparatively 
reduced by 23% and 13% than [1] and [2].   

 6.6 Confidentiality rate: 

 It refers to number of data accessed by authorized 
user. The confidentiality rate is measured as given 
below.  

 𝐶𝑅 =  ∑
்௥௔௖௘௦ ௔௖௖௘௦௦௘ௗ ௕௬ ஺௎

்೔

௡
௜ୀଵ    (26)

      

Where, CR  denotes a confidentiality rate, T_i 
denotes a total number of traces,  Traces accessed by 
AU  denotes a traces accessed by authorized user. It 
is measured in terms of percentage (%). 

      Table 6: comparison of confidentiality rate 

 

 

Figure 9 Performance analysis of attack detection 
time versus number of traces 

Figure 9 demonstrates the evaluation results of 
confidentiality rate using three different methods, 
CCSJELB, existing PSASPIN [1] Multi-input deep-
learning model [2] respectively. The confidentiality 
rate is computed with respect to a distinct number of 
traces ranging between 800 and 8000.  Compared to 
other existing methods, the proposed CCSJELB 
technique provides enhanced performance when 
compared to other related methods. This is because 
of the CCSJELB technique uses improved schmidt-
samoa Jaccard extreme learning machine-based 
block validation.  As a result of block validation, 
authorized user access and perform decryption and 
avoid the attacks. Different performance results are 
observed for each method.  With this, the overall 
confidentiality rate using the CCSJELB technique is 
said to be improved by 22% compared to [1] and 
10% compared to [2]. 

7. JUSTIFICATION OF THE STUDY 

The CCSJELB methodology is deemed appropriate 
for this study owing to its innovative security 
enhancement focus, designed to resolve a distinct 
problem and side channel attack in cloud. This 
investigation focused on the design of an integrated 
security framework incorporating the Blockchain 
technology in Extreme learning machine model.  
This investigation strives to contribute to this 
domain by formulating a framework to increase the 
security of cloud user data, hence, the CCSJELB 
methodology was chosen. On the contrary to 
existing works, the proposed CCSJELB 
methodology uses the Wilcoxon signed-rank test 
consensus mechanism to separately produce active 
and inactive user generated blocks. This aids to 
improve the throughput of data transmission. With 
the help of Schmidt-samoa Jaccard Extreme 
Learning Machine, block validation for each cloud 
user was made through the encryption and 
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decryption process to increase the data 
confidentiality. 

8. CONCLUSION  

 In this paper, a novel CCSJELB technique is 
developed with the goal of achieving side-channel 
attack detection with higher accuracy for increasing 
the security of cloud data access. The above said 
objective is attained by the contribution of block 
generation and validation process. In the block 
generation step, the HAVAL cryptography 
technique is contributed to generate the hash value 
for each user. Then the Wilcoxon signed-rank test 
consensus mechanism is designed for active or 
inactive user block identification for efficient data 
transmission to achieve higher throughput and 
minimize the attack detection time. This also reduces 
the communication overhead. Subsequently, an 
improved Schmidt-Samoa Jaccard Extreme 
Learning Machine is contributed for block validation 
to detect the different types of attacks and provide 
higher security during the data transmission. Also, 
Jaccard coefficient and sigmoid activation function 
are applied to accurately classify the attack in cloud 
for side channel attack detection. With this, data 
confidentiality rate, integrity and reliability of data 
are enhanced.  An inclusive experimental 
measurement is carried out with respect to a number 
of trace instances and compares the results of the 
proposed traces with two conventional algorithms. 
The observed numerical results confirmed that the 
proposed CCSJELB technique outperforms well by 
achieving higher attack prediction accuracy, 
throughput, confidentiality rate, and minimizing the 
time as well as overhead than the other existing 
methods. Though the technique finds the side 
channel attacks, the overfitting problem is not 
solved. Future work can design countermeasures to 
against deep-learning based side channel attacks for 
addressing overfitting concern. Also, future work 
plan further to investigate the multi-leakage 
phenomena by training new models on other attack 
points. 
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