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ABSTRACT 
 

Sign language enables the speech and hearing impaired people with a way of communication. These people 
understand sign language very well and can communicate with each other easily. Problem arises when they 
want to communicate with other people who do not understand sign language. To bridge this gap of 
communication a real-time sign language recognition system is proposed in this paper where meaningful 
sentences are generated from a few recognized signs of words. In the first part of this research, Long and 
Short Term Memory (LSTM) network is used for the recognition of signs of words. The network gives a 
maximum accuracy of 97.53%. In the second part the recognized words are fed as input to the natural 
language processing module for prediction of meaningful sentences. The system can detect the signs 
performed by different signers even if it is trained on dataset recorded on a single signer.  

Keywords: Sign Language Recognition (SLR), American Sign Language (ASL), MediaPipe Holistic, Long 
Short Term Memory (LSTM), Natural Language Processing (NLP). 

 
1. INTRODUCTION  
 
 Sign language recognition is a vast area of 
research. It is a way of communication of the 
speech and hearing impaired people. It is a means 
through which education can be imparted to these 
people. The deaf and dumb people represent 5% of 
the world population according to world health 
organization (WHO). In India, 63 million that is 6.3 
% people are deaf and dumb approximately. So, 
measures should be taken more aggressively to 
empower such people with a much simpler way of 
communication with each other and also with other 
people who do not know sign language. American 
Sign Language is mostly taught in Indian schools. 
So the children in school are able to communicate 
with each other. But after their primary and 
secondary education, most of these children do not 
opt for higher education as they are not able to 
communicate with other people with confidence. 
This may be because other people do not know the 
sign language in detail. In this paper, focus is given 
on designing a system which will detect a few signs 
of words and predict a sentence from the detected 
words. The system proposed in this research will 
reduce the gap of communication between the deaf 
and dumb people and the normal people. The 
dataset is generated using OpenCV and MediaPipe 
Holistic. The recognition network used is the Long 

and Short Term Memory (LSTM) network. The 
natural language processing module proposed in 
this research takes the recognized words as input 
and generates meaningful sentences from it. The 
paper is organized as follows. After the 
introduction, second section of this paper gives a 
brief review of the work related to the proposed 
research. The details of the methodology 
implemented in this research are explained in the 
third section. The results and conclusions are 
discussed in the fourth and fifth sections 
respectively. 

2. LITERATURE REVIEW 

 Over the years a lot of research has been 
carried out on sign language recognition. Before the 
evolution of artificial intelligence (AI) traditional 
methods like image processing as proposed in [1] 
were used for the implementation of sign language 
recognition systems. The use of stochastic linear 
formal grammar (SLFG) for generating meaningful 
sentences from the signs detected is proposed in [2]. 
This system is implemented for smart home 
interaction using dynamic sign language 
recognition. The accuracy of this system is 98.65% 
but it is not applied to sign language recognition. 
With the evolution of AI the convolution neural 
networks (CNN) became popular among researchers 
due to their advantages like self-learning, increased 
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accuracy, faster detections etc. Faster recurrent 
combinational neural networks (RCNN) and 
MobileNet network is proposed in [3] for the 
detection of traffic sign recognition in real time. 
Detection of contours and centers of traffic signals 
by using the RGBN color space is implemented in 
this research. Using this method an accuracy of 
84.5% and recall of 94% is achieved for automatic 
traffic sign detection. RCNN can also be used for 
sign language recognition (SLR).  A continuous 
SLR network using bi-directional RNN is proposed 
in [4] for converting signs from videos into 
sentences as a sequence of labels. For feature 
extraction a deep convolutional neural network layer 
is used and for creating a sequence of labels an 
iterative optimization process is used in this method. 
A temporal convolutional network with fusion of 1-
D and 2-D CNN is implemented in [5] for dynamic 
(signs involving movements) hand gesture 
recognition.  

 Recognition of signs of alphabets in 
American Sign Language (ASL) is proposed in [6] 
using CNN. This method is implemented using 
Tensorflow and openCV. The accuracy of 
recognition achieved using this method is 99.838%. 
Bhutanese sign language recognition of digits using 
CNN is implemented in [7] where the results 
obtained from CNN are compared with other models 
like K-Nearest Neighbor (KNN), Logistic regression 
(LR), Support Vector Machine (SVM), and LeNet5. 
The performance was assessed based on the 
parameters like precision, accuracy, recall and F1-
score. The highest accuracy of 97.62% was achieved 
for CNN for the recognition of signs of digits from 1 
to 9. A real-time sign language recognition and 
speech generation system from input signs is 
proposed in [8]. The ChaLearn249 dataset consisting 
signs in the form of images and videos is used here. 
Inflated 3D convolutional network i.e. I3D ConvNet 
is implemented in [9]. Extracting spatial-temporal 
information of signs in Chinese sign language is 
done in [10] using a 3D CNN. This method is 
employed only for the detection of static signs (signs 
not involving movement). The information about the 
gestures is in the part of an image which is called as 
region of interest i.e. ROI. Using this technique an 
accuracy of 94.3% is achieved. 

 Another deep learning CNN architecture 
called as ResNet50 is implemented in [11] for 
classification of finger spelled words. Data 
augmentation is used in this method and the dataset 
is the readily available ASL hand gesture dataset. 
An accuracy of 99.03% is achieved when the system 
is tested on 12,048 images. In [12] a dataset is 

generated called as GMUASL51 using skeletal data 
obtained from 12 users performing 51 signs for 
human activity recognition. [13] proposed the use of 
CNN and the Dynamic Bayesian Network (DBN) 
for SLR. The signs are collected using Microsoft 
Kinect sensor and the system is implemented for 
human computer interaction. The accuracy of 
recognition achieved is 99.40%. 

 A sensor based American SLR system is 
proposed in [14]. Surface electromyography sensors 
(sEMG) sensors are used to collect the signs. Four 
common classification algorithms are evaluated for 
80 ASL signs. This experiment was performed on 
four signers. The accuracies were calculated for 
intra-subject and inter-subject cross session 
evaluation which came as 96.16% and 85.24% 
respectively. A deep learning CNN is proposed in 
[15] for ASL alphabet recognition. Data 
augmentation technique is implemented in this 
research to increase the training data. This research 
proves that deep learning CNN provide a better 
accuracy compared to other approaches. In [16] 
architecture is implemented for recognition of signs 
and prediction of sentences from the recognized 
signs using a common-sense context module. Arabic 
alphabets sign language recognition system is 
developed in [17]. The dataset consists of 54049 
images of alphabets in Arabic sign language with 
1500 images per class. The system is implemented 
using various pre-trained models and emphasis is 
given more on the EfficientNetB4 model. The 
training accuracy of this network is 98% and testing 
accuracy is 95%. 

 CNN in combination with attention-based 
encoder-decoder model is proposed in [18]. This 
system recognizes signs in Chinese Sign Language 
and translates it into voice output. The Word Error 
Recognition (WER) rate for this system is 10.8%. 
[19] proposes the use of Transformer Encoder for 
recognition of static Indian signs. The system is 
called as a vision transformer. The signs are divided 
into a series of positional embedding patches. These 
signs are fed as input to a transformer block which 
has four self-attention layers and a multilayer 
perceptron network. An accuracy of 99.29 % is 
obtained using this network. [20] implemented an 
SLR system called as SignBERT. The BERT 
transformer in combination with the ResNet model 
is used here to extract spatial features for continuous 
SLR. The results achieved in this research are 
compared with some other methods. It is observed 
that this system has better accuracy with lower WER 
on three sign language datasets. 
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 One of the most recent developments in 
sign language recognition is long short-term 
memory (LSTM) in combination with 
Convolutional neural network as proposed in [21]. 
The data of signs is collected using OpenCV and 
computer vision. An accuracy of 95.5% is achieved 
using this method. Deep learning using CNN and 
LSTM is implemented in [22]. Here, the temporal 
structure information is obtained using LSTM for 
encoding and decoding of input frames of variable 
length. An accuracy of 99% is achieved in this 
research. [23] proposed the combination of CNN, 
LSTM and DNN for analyzing their performance on 
large vocabulary tasks like English-spoken 
utterances SLR system for the detection of signs of 
alphabets in ASL using the combination of CNN 
and LSTM network is implemented in [24]. 
MediaPipe framework is used to capture the signs 
and extract features. An accuracy of 99% has been 
achieved here. [25] proposes a POS tagging Twitter 
data concept for the Malayalam language using a 
combination of bidirectional LSTM and gate 
recurrent units (GRU) based deep learning model. 
Training of the network is done on the tagged 
tweets. The f1-measure at word level is obtained as 
0.9254 and at character level it is obtained as 
0.8739.  

 Deep learning architectures RNN, LSTM 
and Gated Recurrent Unit (GRU) are used in [26] 
for the formation of sentence by combining words. 
The system is implemented for Malayalam and 
Tamil nouns and verbs. An accuracy of 99% is 
attained using this method. [27] propose a Natural 
Language Processing system for analyzing the 
similarity between two sentences or texts. The 
RNN-LSTM network with word embedding features 
is used for the implementation of this purpose. The 
dataset for this research are the sentences gathered 
from Telugu newspapers. 

 It is observed from the literature review 
that the recent advances in the SLR implementation 
is using OpenCV to access web camera for 
capturing signs performed by a signer. A lot of work 
is concentrating on the recognition of signs of 
alphabets, numerical digits, traffic signs and human 
postures. Very little work is done on recognition of 
signs of words. Many new modules based on deep 
learning neural networks have evolved which can be 
combined with some other networks to bring 
flexibility and accuracy. Real-time sign language 
recognition systems are more beneficial for 
communication using sign language so this should 
be focused more. LSTM networks are gaining 
popularity due to its sequence generation advantage. 

Sentence generation or sentence prediction from the 
recognized signs of words is an area which is not yet 
explored much. Based on these findings a solution 
for sign language recognition of words using LSTM 
network is proposed in the following part of this 
paper. 

3. METHODOLOGY 

 This research is implemented for real-time 
American Sign Language recognition of words and 
generation of meaningful sentences from the 
recognized words. All the implementation in this 
research is carried out using Python version 3.7.3. 
Jupyter notebook IDE is used for python programing 
of all the modules.  

3.1 Data Acquisition 

The dataset for this research was generated using 
OpenCV and MediaPipe Holistic. The web camera 
on the computer was accessed using OpenCV. 
MediaPipe Holistic [28] is an open source 
framework for capturing real-time videos and 
images. It creates a complete human body 
landmarker by combining the landmarks from the 
pose, face and hands. It outputs a total of 543 
landmarks divided as 33 pose landmarks, 468 face 
landmarks, and 21 hand landmarks per hand in real-
time. The OpenCV feed for capturing signs using 
MediaPipe Holistic is shown in fig. 1. 

 
Figure 1.  OpenCV feed for capturing signs 

3.2 LSTM Network 

 LSTM network is specially intended for 
models with spatial inputs, like images or videos 
and the applications of generating textual 
descriptions from sequences of images. They have 
feedback connections which help them remember 
the previous inputs. Using LSTM motion can be 
detected from hand gestures as it allows entire 
sequences of data instead of only single data points. 
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Since LSTM are predominantly better at processing 
sequences of data such as text and speech it is used 
in this research for recognition of signs of words in 
a sequence one after another. 

  The decision about information flow in 
LSTMs i.e. about how the information comes inside 
is stored and how it leaves the network is taken by a 
series of gates. There are three gates in a typical 
LSTM network. They are the forget gate, input gate 
and output gate. These gates are nothing but filters 
with each having their own neural network. One 
such architecture of an LSTM network is shown in 
fig. 2. The first gate is the forget gate which decides 
which bits of the cell state are useful and which are 
not given that both the previous hidden state and 
new input data. It uses sigmoid activation function 
where each element is in the interval [0, 1]. The 
forget gate gives an output close to 0 when a 
component of the input is considered irrelevant and 
close to 1 when relevant. 

 
Figure 2.  LSTM Architecture [29] 

 The second gate decides what new 
information should be added to the networks cell 
state given the previous hidden state and new input 
data. The new memory network is a tan h activated 
neural network which learns how to combine the 
previous hidden state and new input data to 
generate a new memory update vector. The third 
gate is the output gate which takes information on 
newly updated cell state, the previous hidden state 
and the new input data. This filter is applied to the 
newly updated cell state. This ensures that only 
necessary information is output and saved to the 
new hidden state. 

 Table 1 gives the details of the network 
implemented. It consists of the sequential model 
with three LSTM layers followed by three dense 
layers. The summary of the model shows the layer 
type, output shape and parameters. Here, ReLU 

activation function is used with Adam Optimization 
technique. 

Table 1:  Model Summary 

Layer Type Output shape Parameters 

lstm (LSTM)                   (None, 30, 64)               442112     

lstm_1 (LSTM)                   (None, 30, 12
8)                

98816       

lstm_2 (LSTM)                   (None, 64)               49408       

dense (Dense)  (None, 64)               4160     

dense_1(Dense)   (None, 32)               2080 

dense_2 (Dense
)    

 (None, 4)               142 

Total parameters: 596,708 
Trainable parameters: 596,708 
Non-trainable parameters: 0 

 
3.3 Natural Language Processing 

 Natural language processing (NLP) is the 
field of AI which deals with understanding the text 
and spoken words by a machine similar to that 
perceived by human beings. Some of the major 
NLP tasks are text and speech processing, text 
classification, language generation and interaction 
etc. The signs of words are detected by the LSTM 
network in real-time after training and testing of the 
network. Now, these recognized words will be fed 
as input to NLP module called as ‘keytotext’ which 
will predict a sentence from the input words. 

3.3.1 The module Keytotext 

 The “keytotext” module [30] can predict 
sentences from input keywords. This module is 
built using the T5 model which is an NLP 
framework. T5 stands for Text-To-Text Transfer 
Transformer. All NLP problems can be converted 
into a text-to-text format using the T5 model. It is 
introduced by Google to achieve NLP tasks where 
the input and output are text strings. The data from 
WebNLG and DART (Open-Domain Structured 
Data Record to Text Generation) is used for 
training of the “keytotext”. Variations from all 
domains are included in the training dataset. 

3.3.2 T5 model 

 Fig. 3 shows the basic T5 model. There are 
many NLP modules introduced by Google and 
OpenAI to carry out different NLP tasks. The T5 
transformer model [31] has encoder-decoder 
structure. It comprises of 12-pair blocks of encoder-
decoder. Each block comprises of a self-attention 
layer, a feed-forward network, and an optional 
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encoder-decoder attention layer. The dataset used 
for the training of the T5 model is the C4 dataset 
called as Colossal Clean Crawled Corpus which is 
collected from Common Crawl, a publicly available 
web archive. It consists of 750 GB clean English 
text scraped from the Internet. After extracting from 
Common Crawl, offensive words, filler sentences, 
code brackets, duplicates and sentences that don’t 
end with a punctuation mark were removed from the 
dataset. Thus, it is a clean and huge dataset which 
means that the model can be trained on the dataset 
without ever repeating the same data. 

 
Figure 3.  Basic T5 Model [32] 

4. RESULTS 

4.1 Dataset Generated 

 Overall, 30 videos for each of the 11 signs 
with 30 frames in length per video are captured. For 
each sign 1662 key point values are collected. 
Thus, the dataset consists of 11signs x 30 videos = 
330 images. Table 2 shows the dataset generated 
for 11 signs. 

Table 2:  Dataset 

Signs of 
Words 

Videos 
per sign 

Keypoint 
values 

India 30 1662 

New Delhi 30 1662 

UK 30 1662 

capital 30 1662 

London 30 1662 

USA 30 1662 

New York 30 1662 

I 30 1662 

stay 30 1662 

Goa 30 1662 

football 30 1662 
 

4.2 Training the Network 

 The network is trained for 1000 epochs. 
The accuracy of the network during training 
reaches 100% after 400 epochs as shown in fig. 4 
and the total loss of the network reduces to 0 as 
shown in fig. 5. 

 
Figure 4.  Accuracy vs. Epoch 

 

Figure 5.  Loss vs. Epoch 

4.3 Testing the Network 

 10% of the total dataset is used for the 
testing of the network. The accuracy precision and 
recall for every sign are calculated using equation 
(1) (2) and (3) respectively. 

  Accuracy = 
்ேା்

்ேା்ାிାிே
                (1) 

       Precision = 
்

்ାி
                        (2) 

         Recall = 
்

்ାிே
                          (3) 
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 Here, TP and FP denote the numbers of 
true positive and false positive values and TN and 
FN show the number of true negative and false 
negative values. Table 3 shows the testing 
accuracy, precision and recall values of the signs of 
words detected in percentage. The highest accuracy 
is 97.53% for the word “New York”. 

Table 3:  Output after Testing the Network 

 
4.4 Output of LSTM Network 

  After training and testing of the LSTM 
network the signs performed by the signer are 
detected in real-time as shown in fig. 6. The 
network can also detect the signs performed by 
different signers as shown in fig.7. The words 
detected on the output screen appear one after 
another. These words are given as input to the NLP 
module for prediction of sentences.  

 

Figure 6.  OpenCV feed of signer 1 

 

Figure 7.  OpenCV feed of signer 2 

4.5 Output of NLP module 

 The first sequence of words i.e. “India”, 
“New Delhi”, “Capital” is given as input to the 
NLP module. The output of this module is the 
predicted sentence “India’s New Delhi is the capital 
of India.” Similarly, another set of words is 
recognized as “UK”, “London”, “Capital”. The 
output is the second predicted sentence given as 
“London is the capital of the UK”. In this way some 
more words are recognized and fed to the NLP 
module to predict meaningful sentences given in 
table 4. 

Table 4: Output of NLP Module 

Input 
Keywords 

Output 
Sentences 
Predicted 

Expected 
Output 
Sentence 

“India”, 
“New 
Delhi”, 
“Capital” 

India’s New 
Delhi is the 
capital of India. 

New Delhi is 
the capital of 
India 

“UK”, 
“London”, 
“Capital” 

London is the 
capital of  UK 

London is the 
capital of  UK 

Signs of  
words 

Accuracy Precision Recall 

India 93.82% 93.33% 100% 

New 
Delhi 

93.82% 93.5% 100% 

UK 96.29% 94.87% 100% 

capital 92.59% 96% 100% 

London 93.82% 93.5% 100% 

USA 93.82% 93.33% 100% 

New 
York 

97.53% 94.93% 100% 

I 92.59% 96% 100% 

stay 96.29% 94.87% 100% 

Goa 93.82% 93.33% 100% 

football 96.29% 94.87% 100% 
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‘I’, ‘stay’, 
‘Goa’ 

I stayed in Goa. I stayed in Goa. 

‘USA’, 
‘capital’, 
‘New 
York’ 

New York is the 
capital of USA. 

New York is the 
capital of USA. 

‘I’,  
‘football’ 

I am a football 
player. 

I play football 

‘I’, ‘stay’, 
‘Goa’ 

I stayed in Goa.  

 
5. CONCLUSION 

 A real-time American Sign Language 
recognition system is implemented in this paper 
using LSTM network. The dataset is generated 
using OpenCV and MediaPipe Holistic. The 
network is trained for 1000 epochs and gives 
highest accuracy of 97.53%. The system can detect 
the signs performed by different signers even if it is 
trained on dataset recorded on a single signer. 
Faster detections and less dataset requirement are 
the advantages of using LSTM network over other 
networks. The recognized signs of words are fed as 
input to the NLP module to generate meaningful 
sentences from the input words. In this way the 
normal people will be able to communicate with the 
speech and hearing impaired people by performing 
minimum signs. This research can be expanded to 
inclusion of more signs of words in the dataset. 
Also, the proposed system can be used for the 
implementation of recognition of other sign 
languages. 
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