
Journal of Theoretical and Applied Information Technology 
15th February 2024. Vol.102. No 3 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
953 

 

ANALYZING LARGE SCALE BUSINESS DATA TO PREDICT 
COMPANY'S GROWTH USING AN INTEGRATED HYBRID 

APPROACH OF DATA REDUCTION UNIT AND 
CONVOLUTIONAL NEURAL NETWORKS 

 
KATHARI SANTOSH1, DR. G. SUNDAR2, DR.P. PATCHAIAMMAL3, SWETHA V P4,  

BADUGU SURESH5, DR. SANTHOSH BODDUPALLI6 

1Assistant Professor, Department of MBA, CMR Institute of Technology, Bengaluru, India.  
2Professor and Head, Department of Computer Applications, Sindhi College, Chennai-600077 

3Associate Professor, Department of Computer Applications, Sindhi College, Chennai-600077. 
4Assistant Professor, Panimalar Engineering College, MBA-Department,  

5Associate Professor, Department of ECE, Koneru Lakashmaih Education Foundation,Vadeswram, 

Andhra Pradesh 522302 
6Assistant Professor, Department of CSE,Malla Reddy Engineering College for Women  

(UGC Autonomous), Maisammaguda, Dhulapally, Medchal Road, Secunderabad, Pin - 500 100, 

Telanga, India. 
 

1katarisantoshmba@gmail.com, 2sundarganapathy66@gmail.com, 3sarandsk1@gmail.com, 
4swethamba30@gmail.com, 5suresh.nitr@mail.com, santhosh.boddupalli@gmail.com6  

ABSTRACT 

In current quickly changing business world, large-scale business data analysis has become critical for 
predicting the development of a company as well as taking effective decisions. The paper proposes an 
integrated hybrid strategy that leverages the benefits of data reduction units and convolutional neural 
networks (CNNs) to reliably estimate the growth potential of a company. The strategy's initial component is 
data reduction units, which minimize the complexity of data while keeping informative quality. The strategy's 
second component makes use of the ability of convolutional neural networks, a deep-learning framework 
suitable for processing both organized and unstructured input. CNNs excel at collecting geographical and 
time-related trends in data, making them excellent for finding complicated links in large-scale corporate 
information. The system is capable of learning key characteristics and hierarchies by utilizing many layers 
of convolutional filters, allowing it to generate accurate growth predictions. The work proposes a unique 
architecture for integrating these components, which mixes the outputs of the data reduction unit with the 
input data and passes them into the CNN. The combined strategy lets the CNN to concentrate on the most 
important information, improving prediction accuracy while lowering computational overhead. The study 
conducted tests with real-world company datasets to assess the efficiency of the strategy. The findings show 
that the integrated hybrid strategy exceeds standard methodologies in terms of accuracy in predicting 
company development. Furthermore, the study demonstrates that the technique is adaptive and scalable, with 
the ability to handle large-scale datasets. 

Keywords: Big Data, Convolutional Neural Network (CNN), Data Reduction, Deep Learning 

1. INTRODUCTION 

According to studies, ninety percent of 
businesses fail to succeed, and one of the primary 
failure drivers is quality goods and services that fail 
to meet customer requirements. According to a study 
carried out on 135 unsuccessful businesses, forty-

two percent of failures happened because their goods 
or services did not match market demands, 
seventeen percent failed due to an absence of 
business strategies, and fourteen percent collapsed 
because they disregarded their clients [1]. As a 
result, businesses need to think about sustaining the 



Journal of Theoretical and Applied Information Technology 
15th February 2024. Vol.102. No 3 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
954 

 

correct product developments for the right 
consumers at the right time, having a clearly 
established business structure for revenue creation 
and profit maximization, and re-evaluating and 
customizing their goods and services based on client 
needs. Corporate use of big data and deep learning 
algorithms has resulted in improved value 
generation at both the customer and corporate levels 
[2]. The procedure of recognizing client demands 
and delivering them goods while maintaining the 
competitive edge over competing organizations is 
known as generating value for the customer, also 
known as value to the customer. Big data analysis is 
quickly becoming an essential component of value 
generation in modern organizations, with corporate 
apps built to capture direct client input as well as 
information from internal company activities [3]. 

Big Data and Deep Learning have been 
getting a lot of data science attention in the rapidly 
expanding digital environment. Big Data is the 
gathering of enormous amounts of unprocessed 
digital information that is challenging to manage and 
understand using conventional technologies. It is 
crucial to handle such a huge amount of data in 
accordance with the requirements of the 
organization because digital data is expanding fast in 
a variety of kinds, formats, and quantities [4]. 
Exabyte-sized data is handled by technology-based 
businesses like Microsoft, Yahoo, Amazon, and 
Google. Because of the broad adoption of publicly 
accessible media websites such as YouTube, 
Twitter, and Facebook, individuals generate massive 
volumes of information. However, typical 
procedures are incapable of handling that amount of 
information adequately [5]. As a result, Big Data 
Analytics has grown to be a popular issue in 
information science, with various firms developing 
systems that use it for testing, modelling, and data 
evaluation, observing, and a variety of other 
commercial objectives. The primary purpose of big 
data analytics is to uncover similarities in massive 
amounts of information that can be used for 
forecasting and decision-making processes [6]. 
Additional obstacles for Big Data Analytics include 
a variety of data source forms and dimensions, 
immediate information transmission, analytical 
reliability, unclassified and unsupervised 
information inputs, quick knowledge extraction, 
data labelling, and information preserving, among 
others [7]. 

Big Data has the potential to revolutionize 
practically every aspect of society, yet it is a difficult 
and intricate undertaking to gather and manage 
relevant data from Big Data. A diverse team of 
specialists and certain cutting-edge technologies 
must be built in order to uncover the vast amount of 
concealed knowledge that is included in a large 
volume of atypical data. Big Data analytics heavily 
relies on computer power and artificial intelligence 
approaches. Machine learning concentrated on the 
representation of the incoming data and learned how 
to extrapolate patterns to forecast future data. The 
way that data is represented has a significant impact 
on how well a machine learner performs. Despite a 
simple machine learner, a strong representation of 
information will yield high performance, but a poor 
data representative combined with an advanced 
complicated machine learner may produce lower 
performance. As a result, the process of feature 
engineering, a crucial component of machine 
learning, is utilized to create attributes and illustrate 
information from original input data [8]. The process 
of feature engineering is labor-intensive and 
typically domain-specific. In numerous sectors, 
including health, the Internet of Things, engines for 
searching, and more, machine learning is frequently 
used to investigate the potential for the prediction of 
Big Data. Deep learning, a crucial area of machine 
learning, is employed to deal with Big Data analytics 
to get valuable information from the Big Data. 

Deep learning is a method that employs 
supervised and unsupervised algorithms employing 
artificial intelligence approaches to autonomously 
acquire structured representations of information for 
feature categorization, in contrast with traditional 
methods of learning that consider shallow structured 
framework and do not employ in-depth learning. 
Deep learning, which draws its motivation from the 
way in which the human brain represents natural 
signal processing, has become popular among 
academics over the past decade because of its 
success in a variety of study fields, including, speech 
identification, medicine, and many more [9]. 
Additionally, big giants like Apple, Facebook, and 
Google are collecting and analyzing numerous 
quantity of digital information each day and are 
sincerely interested in deep learning initiatives. For 
example, Siri, the virtual personal assistant on the 
iPhone (an Apple product), gathers consumer data 
and uses deep learning to carry out tasks. 
Additionally, it enables a wide range of operations, 
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including the ability to set an alarm, access 
media, and updates on the weather, transmit 
payments, and even modify the room's brightness 
[10]. This application learns what is required at any 
given time when you use it more frequently. For its 
translation, picture and video searching, and 
recognition of voices for Android, Google also 
makes use of deep learning techniques. Deep 
learning methods are also being used by businesses 
like IBM and Microsoft. Deep learning is becoming 
increasingly important in offering big data analytics 
and forecasting applications as data keeps growing, 
especially with the improves in processing capacity 
and improvements in graphics processors. 

Deep learning is used in this study, 
especially using a CNN, as a key component for 
anticipating the expansion of businesses. The 
method initiates the creation of an extensive dataset 
that includes conventional and hazardous financial 
samples from Shenzhen and Shanghai publicly listed 
enterprises. In order to improve the reliability of 
predictions and computational effectiveness, the 
dataset is subjected to Min-Max normalization, 
which maintains data linkages while ensuring a 
standardized interval. After that, dimensionality and 
complexity are decreased using a DRU, which helps 
identify important characteristics and lowers the 
possibility of overfitting. Convolutional layers, 
pooling layers, and activation functions are then 
used by the selected algorithm for deep learning, 
CNN, to find important patterns and characteristics 
in the condensed dataset. Efficient training and 
prediction are made possible by the CNN's design, 
which is typified by hierarchical organization, local 
connections, and parameter exchange. By using the 
acquired features to generate predictions, the 
Softmax layer produces the forecasting results. This 
comprehensive method demonstrates how deep 
learning especially with CNNs is essential for 
gathering useful information from financial data, 
which helps to improve the accuracy of firm 
development projections. 

The Key Contribution of the proposed 
approach is given as follows: 

 The main contribution of the article is to predict a 
company's early growth according to its economic 
performance. The suggested method creates a basis 
for comprehending and predicting a company's 
trajectory by utilizing financial data. 

 The paper presents a unique architecture that 
combines a CNN with a DRU with many 
components. This special mix improves the 
model's capacity to comprehend and analyze 
complicated data, providing up the possibility to 
predictions that are more precise. 

 The DRU-CNN, which is especially intended to 
concentrate on the most important data, is 
presented in this study. Focusing on important data 
points makes the strategy more practical and 
resource-efficient by effectively reducing 
computing overhead while simultaneously 
improving forecast accuracy. 

 The effectiveness of the suggested technique is 
assessed by the study through extensive testing on 
actual business datasets. This verification by 
experimentation ensures that the model's 
functionality is examined in real-world situations, 
which improves the suggested approach's 
applicability and dependability. 

 The paper's comprehensive hybrid technique 
outperforms traditional approaches in forecasting 
firm development. This result suggests that the 
suggested method may perform better than current 
methods, which adds significant value to the field 
of firm growth prediction. 

The remainder of this article is organized as 
follows: Section 2 includes a thorough discussion of 
relevant work. Section 3 discusses the problem 
statement of the proposed method. Section 4 
presents the methodology and simulation setup 
employed to evaluate the proposed DRU-CNN 
method. Section 5 discusses the results and analysis 
of the simulation experiments. Finally, Section 6 
concludes the paper by emphasizing the significance 
of the proposed method. 

2. RELATED WORKS 

Sophisticated strategies for data mining 
with reliable approaches for prediction and great 
dependability are required for sales forecasting 
analysis. Several industries depend on the expertise 
basis and consumer demand projection for 
evaluation of Business to Business sales 
information. Sales statistics are offered on how a 
telecommunications company ought to operate its 
sales personnel, goods, and budgetary processes. 
Telecommunication Company may survive the 
industry fight and improve its market growth due to 
precise estimations. In the study, intelligible 
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forecasting algorithms are studied and analyzed 
using machine learning approaches to enhance 
prospective revenue projections. Conventional 
systems for prediction struggle with managing with 
massive information and sales forecasting accuracy. 
The study gives an in-depth evaluation of the 
dependability of B2B sales utilizing ML approaches. 
The final section of the study discusses a variety of 
sales forecast methodologies and treatments. In 
accordance with the effectiveness evaluation, the 
best-suited forecasting technique for B2B sales trend 
forecasting is provided. The results of projection, 
estimate, and analysis are summarized in terms of 
the dependability and uniformity of effective 
prediction methodologies. The findings of 
the research are intended to produce reliable, precise, 
and efficient forecasting information, which will be 
an essential tool for sales projections. According to 
research, the Gradient Boost Algorithm offers high 
accuracy in forecasting upcoming B2B sales [11]. 

The profitability of the company positively 
contributes to the prosperity of the country. As a 
result, it is critical to assess and forecast whether the 
firm will be profitable or not. In the article, 
researchers leverage the company's dataset, which 
includes data ranging from beginnings to Global 
thousand corporations, to build an algorithm using 
machine learning for forecasting company success. 
The major issue in predicting corporate performance 
is primarily two-fold (1) Determining criteria for 
characterizing company achievement; (2) choosing 
characteristics and development based on Investor-
company-Market interrelationship to offer an 
effective predictive modelling output. Numerous 
investigations have been conducted utilizing solely 
accessible data to predict company performance; 
nevertheless, identifying the most significant 
characteristics in numerous company aspects and 
their interrelationships remains a difficulty. 
Influenced by the aforementioned difficulties, the 
study suggested an alternative method by describing 
a novel company target according to the definition 
of the company's success utilized in the study and 
developing more characteristics by conducting 
statistical evaluation on the information used for 
training, highlighting the significance of 
expenditures, work, and market characteristics in 
predicting business success rather than employing 
only the features that are accessible for modelling. 
For predicting company success, ensemble machine 
learning approaches and current supervised learning 

techniques were used. Utilizing ensemble 
approaches, the findings showed significant gains in 
accuracy and AUC scores. Incorporating novel 
characteristics connected to the Investor-company-
Market entity exhibited an outstanding record in 
forecasting company success and illustrated how 
crucial it is to uncover significant correlations 
between these characteristics when forecasting 
business success. However, additional 
characteristics such as information of the investor’s, 
information of the founders, organizational, and 
investment’s link with items on the market could 
enhance the effectiveness of the approach [12]. 

The prediction of stock prices is becoming 
increasingly popular in the financial sector. Stock 
price forecasting is important for the development of 
shareholders in a business's stock since it increases 
the number of investors in putting money in the firm 
[13]. A good identification of a stock's eventual 
value might yield significant benefits. Various 
methodologies have been used in anticipating stock 
trends in prior years. The study suggested a stock 
price forecasting system based on two prominent 
designs: the RNN approach and the Bi-
LSTM approach. According to the simulation 
findings, the suggested scheme can estimate future 
stock trends with outstanding precision utilizing 
these RNN frameworks, namely Long Short Term 
Memory and BI-LSTM, with correct tuned hyper-
parameters. The root-mean-square error for both the 
BI-LSTM and LSTM approaches was computed by 
adjusting the amount of epochs, concealed layers, 
dense layers, and concealed layer units to discover a 
more effective approach that can accurately estimate 
upcoming values of the stock. The analyses are 
carried out using an openly available dataset of the 
stock markets accessible, highest, lowest, and ending 
prices. However, information from other stock 
exchanges in various categories are not analyzed and 
explored. 

In a rapidly evolving business environment, 
systems for financial oversight play an important 
role in encouraging business development regarding 
principles of long-term viability, elevated 
accountability for the environment, resilience to 
climate change, low-carbon development, and 
equality for all people, human rights, feasible 
economic development, and social integration. The 
system of financial management is the result of a 
long-term transformation in worldwide economic 
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development that was built on macroeconomic 
alternatives and articulated legal, technical, and 
regulatory laws. Appropriate finance management 
includes social, governance, and environmental 
considerations in the decision-making process for 
expenditures in eliminating the effects of climate 
change, decreasing inequality, increasing energy 
effectiveness and inclusion in society. Corporate 
sustainability challenges can be achieved and 
decreased by implementing anticipated 
sustainability risk handling, which enables 
businesses to get far ahead of the change path by 
considering a long-term communication involving 
acceptance with sustainable development concepts 
and preventing concerning pressures, but also 
constantly neglect company opportunities that are 
apparent in the development [14]. 

Industrial firms' economic hazards are 
steadily growing, and decreasing risks while 
maintaining excellent financial results has become 
critical to their continued success and growth. In 
addition company performance effect growth of the 
company, but it additionally impacts the needs of 
shareholders and creditors. As a result, a high-
performing framework for predicting financial 
success is critical. Researchers integrate 
unsupervised and supervised learning in the study, 
integrating autonomous mapping neural systems and 
CNN, and employ deep learning to financial 
evaluation to create SNN-CNN, a novel financial 
performance forecasting method. The research 
employ crawler technologies to collect financial 
information from publicly traded manufacturing 
firms and categorizes their economic performance 
into five tiers. It discovers that businesses that have 
excellent financial results possess adequate financial 
metrics, robust corporate strength, and steady 
advancement in their different abilities, whereas 
businesses that have inadequate financial 
effectiveness have poor repayment as well as 
revenue, significant dangers in corporate operations, 
and restricted development and growth. The SOM-
CNN approach outperforms typical susceptible 
prediction techniques in terms of accuracy [15]. 

Artificial intelligence represents one of the 
most inventive technologies that is frequently 
utilized to aid firms with business strategy, 
organizational issues, and individual management. 
Human resources have received greater emphasis in 
recent years, since employee performance and 

abilities constitute a growth element and an actual 
competitive benefit for businesses. After being 
implemented in the marketing and sales areas, 
artificial intelligence is now being used to drive 
employee-related choices inside HR management. 
The goal is to assist judgements that are based on 
empirical data analysis rather than subjective 
characteristics. The goal of the work is to determine 
how objective factors impact employee attrition. 
Following training, the algorithm developed for 
predicting loss of workers is evaluated on an actual 
data set given by IBM data analysis, which 
comprises thirty five characteristics and around 1500 
samples. The findings are stated in terms of 
conventional metrics, and the Gaussian Nave Bayes 
classifier generated the most beneficial results for 
the supplied dataset. It displays the best recall 
rate since it examines a classifier's capacity to 
discover all positive examples and generates an 
overall rate of false negatives of 4.6 percent of all 
observation [16]. 

The financial framework is an essential 
component of company finance that obtains capital 
to fund expansion and operations. Executives must 
constantly keep the company's value greater than its 
expenditure of capital with the goal to maximize the 
wealth of the shareholders. Experimental 
investigations have employed financial sources such 
as equity as well as debt as capital framework 
factors. The decision between equity and debt 
financing examines the company's ability to execute 
in a financially limited environment in order to 
achieve growth that is sustainable. As a result, there 
is an urgent requirement to correctly assess the total 
expense of capital. Researchers used neural network 
modelling, the support vector regression analysis 
and LR-based techniques for predicting in order to 
assess the capital layout of the highest ten market 
capitalizations of the stock exchanges included in the 
MSCI Emerging index. Tang et al. characterize the 
capital layout as the percentage of the overall debt 
compared with overall equity. Additional financial 
statistics, such as liquidity, profitability, turnover 
ratios and the solvent, were regarded as the structure 
of capital factors [17]. 

Traditionally, researchers have constructed 
variables for their investigations using keyword-
based methodologies, but they are now more 
frequently turning to text information that is 
unstructured for quantitative evaluation. This work, 



Journal of Theoretical and Applied Information Technology 
15th February 2024. Vol.102. No 3 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
958 

 

however, recognizes the drawbacks of the 
conventional approach and investigates the 
automation of the creation of quantitative parameters 
through the application of ML techniques for text 
categorization and natural language processing. The 
main objective is to detect AI technology in patents, 
and to compare different ML techniques with the 
traditional keyword-based strategy. The report not 
only highlights the benefits of ML, but it also uses 
classification results to identify broad trends in the 
advancement of AI technology. The paper states that 
it has several limitations. In the beginning, the 
quality and variety of the training information might 
affect the efficacy of machine learning technologies 
are. The size and representation of the dataset 
utilized for training determines the ML networks' 
accuracy and generalizability. Furthermore, the 
intricacy and subtleties of textual information are 
critical to the effectiveness of the machine learning 
technique, and some ideas may be difficult for 
computerized categorization. The precise difficulties 
and potential biases related to the application of 
machine learning techniques are not fully covered, 
nor are the managerial consequences of doing so, 
including tradeoffs and concerns. Finally, the paper's 
exclusive application identifying AI technology in 
patents reduces the findings' applicability to other 
fields [18]. 

Numerous entrepreneurs and online sales 
experts use the phrase "customer retention" to 
identify clients who are going to quit their provider 
of service or stop the membership period. 
Companies in the e-commerce, telecommunications, 
and insurance industries have been under great 
economic stress in the past few years. 
Disintermediation and promotional activities, as 
well as the progressive rise in productivity, tend to 
deliver superior customer service at a lower cost. As 
a result, precise forecasting of consumer habits plays 
a significant part in the actual time economy and can 
assist to keep loyal consumers. The study depicts a 
survey on various data mining approaches and 
algorithms for machine learning, as well as the issues 
regarding client retention predictions in the 
automotive insurance market. SVM, ANN are 
frequently employed algorithms for churn 
assessment and predicting, according to an 
investigation on applications of several machine 
learning algorithms for churn predictions. Multiple 
researchers evaluated different instruments for 
evaluation, and the study's findings demonstrate that 

combining the twostep procedure of ANN for 
learning and the combined technique of SVM for 
testing delivers greater accuracy with an elevated 
Area under the Curve than conventional methods 
[19]. 

It is impossible to understate the 
importance of Small and Medium Sized Enterprises 
to the growth of a nation's economy. Consequently, 
the acquisition of skills required to carry out a 
seamless execution of daily business tasks is 
essential to the growth of a business. Research has 
shown that the level of trade activity in a region 
affects its ability to grow its flat economy. 
Considering the significance of entrepreneurship, 
the present investigation seeks to improve 
comprehend the way small business owners in 
Nigeria and the United Kingdom assess the influence 
of innovative qualities on SMEs in their respective 
countries. The investigation might be beneficial to 
the investigator, Nigerian entrepreneurs, policy 
makers, and other academics. For the purpose 
of gathering information, thirty eight business 
owners from Nigeria and the United Kingdom were 
presented with a web-based questionnaire form to 
answer. Owing to the short time frame, the study 
employed sampling judgmental methodologies to 
investigate their expertise, viewpoints, and thoughts 
on being entrepreneurs. The survey was also used to 
validate the investigation's conceptual structure and 
offer a glimpse at how company owners see the 
issue. According to the findings of the research, 
entrepreneurial characteristics have a substantial 
impact on the development of SMEs in both Nigeria 
and the United Kingdom. Nevertheless, participants 
from Nigeria and the United Kingdom agreed that 
communication skills, ability to solve issues, and 
inventiveness are necessary for improving sales and 
establishing a competitive edge. In addition, the 
Nigerian respondent strongly believes that the 
success of SMEs is dependent on innovative ideas 
mixed with communication and solving skills. 
SMEs, on the other hand, are said to be reliant upon 
great inventiveness as well as a blend of 
interpersonal and creative problem-solving abilities 
[20]. 

Technology innovation is currently one of 
the primary success factors for businesses looking to 
improve the stage of development of their product 
life cycles, including those in the financial sector. In 
today's world, it is crucial for financial services, 
particularly Islamic financial institutions, to supply 
goods and services quickly. Given its distinctive 
terrain and a large number of islands, Indonesia 
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needs quick goods and services delivery, particularly 
for the financing of Small and Medium Enterprises, 
which is essential to the country's economy. This 
essay aims to demonstrate how digital finance may 
help Indonesian SMEs grow and increase financial 
inclusion. The paper employs a qualitative approach. 
The study's findings are used to demonstrate how 
digital finance might help Indonesian SMEs grow 
and strengthen financial inclusion [21]. 

3. PROBLEM STATEMENT 

Big Data is a fast growing field that presents several 
issues because to its large, diversified, rapidly 
created, and sometimes unauthentic information. 
Among these difficulties, one of the main features of 
big data is managing enormous amounts of 
unstructured and unlabelled data. Dealing with 
heterogeneous and unstructured data introduces 
inherent complexity, which makes it difficult to 
extract useful insights. In particular, the existence of 
unorganized and uncategorized information makes it 
difficult to identify critical aspects driving 
development, which hinders the ability to make 
successful decisions. In order to reduce 
dimensionality, improve computation performance, 
simplify the data set, remove noise, and eventually 
increase the precision of growth projections, the 
article makes use of data reduction units. 
Furthermore, convolutional neural networks are 
essential for processing both structured and 
unstructured data. They are particularly effective at 
recognizing spatial and temporal patterns that are 
necessary to comprehend complex interactions in 
large-scale commercial datasets. The way these 
difficulties are conceptualized highlights how 

important the suggested method is to address the 
complexity of Big Data in order to enable more 
accurate projections of business expansion [13]. 

4. METHODOLOGY 

The following steps are included in the 
research. To begin, a dataset is compiled of 75 non-
ST companies from Shenzhen and Shanghai that 
were traded publicly in 2018 as conventional sample 
information, and 25 listed businesses with the initial 
ST from 2012 to 2018 as risky financial sample data. 
The choice of these examples seeks to correctly 
reflect both typical and risky businesses. Following 
that, the dataset is preprocessed using Min-Max 
normalization, which linearly converts the data to a 
particular interval while keeping data point 
associations. This stage is essential for forecast 
accuracy and computational effectiveness. 
Following normalization, a data reduction unit is 
used to reduce the dimensionality and complexities 
of the dataset, identifying critical characteristics and 
lowering the danger of overfitting. As a result, the 
deep learning method for prediction is a 
Convolutional Neural Network. To identify 
significant characteristics and patterns from the 
reduced dataset, the CNN employs convolutional 
layers, pooling layers, and activation functions. By 
combining local connection, parameter exchange, 
and hierarchical organization, the CNN design 
provides fast training and prediction. The ultimate 
forecasting outcomes are acquired via the Softmax 
layer, which predicts using the learnt characteristics. 
Figure 1 shows the overall architecture of the 
suggested method. 
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Figure 1: Overall architecture of the proposed method 

4.1 Dataset Collection 
To create the set of training data, the study 

identified 75 non-ST firms from the Shanghai and 
Shenzhen publicly traded businesses in 2018 as 
normal sampling data and twenty five listed 
businesses with the first ST from 2012 to 2018 as 
sample data with a credit risk factor. If there is a 
substantial disparity among the sample dimensions 
of typical and risky businesses in the company credit 
risk forecasting and the percentages of each of the 
two kinds of organizations in the actual population, 
the algorithm's actual relevance will be significantly 
decreased and the model's judgement precision 
could be overwhelmed. Because the estimation is 
high, the sample chosen in the paper is appropriate 
[22]. 

4.2 Preprocessing with Min-max normalization 
Normalization preprocessing plays an 

essential role in prediction. The learning process 
would be accelerated if the input data were 
normalized. Furthermore, some type of data 
normalization may be necessary to avoid numerical 
difficulties such as accuracy loss due to arithmetic 
mistakes. After initially outweighing qualities with 
originally smaller ranges, a gradient fall would be 
headed by characteristics with initially wide ranges. 
Because it is not applied to the input vectors, the 

feature-space normalization might be seen as a 
kernel impression of preprocessing. Certain 
characteristics in growth forecast statistics varies by 
a wide margin, such as nine and ten times among the 
largest and lowest value in a company's growth. 
Normalization, in other terms, is a distinct kernel 
mapping approach that aids computations by 
mapping data onto a useable planes. Due to the 
enormous amount of data points, the advanced 
normalization algorithm will require a long time to 
process. The Min-Max normalization approach 
adopted is rapid and effective. Min-Max 
Normalization linearly transforms the real data 𝑎 
into the intended interval (𝑚𝑎𝑥௡௘௪ , 𝑚𝑖𝑛௡௘௪) (1). 

 𝑎 = 𝑚𝑖𝑛௡௘௪ + (𝑚𝑎𝑥௡௘௪ − 𝑚𝑖𝑛௡௘௪) ∗

ቀ
௔ି௠௜ ೣ

௠௔௫ೣି௠௜௡ೣ
ቁ   (1) 

The method's strength is that it properly 
maintains all associations between data points. It 
will not distort the data in any manner. 

4.3 Data Reduction Unit 
A data reduction unit is a component or 

approach utilized in data analysis and deep learning 
to decrease a dataset's dimensionality or complexity 
while retaining its vital content. A data reduction 
unit's main objective is to convert the initial data set 
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into an increased compacted form that is simpler to 
handle, analyze, and predict. To accomplish this 
reduction, data reduction units use a variety of 
approaches, including extraction of features and 
decreasing dimensionality. Feature extraction entails 
merging or summarizing the original characteristics 
to create a lower-dimensional representation. The 
goal of the method is to identify the most essential 
fundamental trends or qualities in the data. The main 
objective behind employing a data reduction unit is 
to reduce complexity and optimize the dataset, 
allowing for improved effectiveness and efficiency 
in data processing. A data reduction unit can increase 
computing performance, accessibility, and lessen the 
chance of overfitting while training predictive 
algorithms by decreasing the level of complexity of 
the data. 

An orthogonal conversion is used in the 
Data Reduction Unit statistical method. It serves as 
a tool for exploratory analysis of data and transforms 
a set of variables with a correlation to a collection of 
uncorrelated variables. Data Reduction Unit may 
also be employed to investigate the links between a 
set of variables. As a outcome, it may be utilized for 
dimensionality reduction as well as feature 
extraction. 

Assume that a dataset 𝑦(ଵ), 𝑦(ଶ), … … . 𝑦௠ 
has n dimension inputs. n-dimension data has to be 
reduced to k-dimension (k ≪ n) using Data 
Reduction Unit. It is described below: 

Assuming a dataset 𝑦(ଵ), 𝑦(ଶ), … … . 𝑦௠ 
contains n dimension input. Utilizing the Data 
Reduction Unit, n-dimension data must be decreased 
to k-dimension (k ≪ n). It is explained below: 

Raw data standardization: The initial 
information should have a unit of variance and a zero 
mean. It is shown in (2). 

𝑦௩
௨ =

௬ೡ
ೠି௬ೡതതതത

ఙೡ
∀௩  (2) 

Compute the initial data set matrices of covariance 
are given in (3). 

Σ =
ଵ

௠
∑ (𝑦௨)௠

௨ (𝑦௨)் , Σ𝜖𝑅௡∗௡  (3) 

As shown in (4), compute the eigenvalue and 
eigenvector of the covariance matrix (5). 

𝑖்Σ = 𝜆𝜇  (4) 

𝐼 = ൥

| | |
𝑖ଵ 𝑖ଶ…….. 𝑖ଷ

| | |
൩,  𝑖ଵ𝜖𝑅௡  (5) 

The initial information must be placed into 
a k-dimensional space as follows: The top k 
eigenvectors of the covariance matrix are selected. 
These will be based on the information's new, 
original foundation. Equation (6) shows how to 
calculate the equivalent vector. 

𝑦௨
௡௘௪ =

⎣
⎢
⎢
⎢
⎡
𝑖ଵ

்𝑦௨

𝑖ଶ
்𝑦௨

… … .… … .
𝑖௞

்𝑦௨ ⎦
⎥
⎥
⎥
⎤

∈ 𝑅௞   (6) 

If the initial information has n dimensions, 
it will be decreased to a unique k dimensional model 
that represents the data. 

4.4 Convolutional Neural Networks 
One of the most common algorithms for 

applications of deep learning in technology is the 
convolutional neural network. On the other hand, 
due to the fact that it retains the benefits of deep 
learning to execute predictions naturally, the 
algorithm utilized in the study will automatically 
complete processing procedures on the information 
supplied after data reduction for predictions. After 
efficient data is trained and forecasted, it is feasible 
to employ data characteristics with maximal 
reliability to a certain level, successfully decreasing 
the influence of human variables, attaining the 
development of models unity, and efficiently solving 
conventional techniques. Because of the "two-step" 
modelling procedure, the model's effectiveness 
cannot be adequately managed. The CNN approach, 
on the other hand, leverages the notion of local fields 
of reception to execute convolution operations, 
which may minimize the amount of training sessions 
through distributing weights, considerably 
enhancing the accuracy of the model.  

When training a CNN, as a particular 
multilayer neural system, it employs the back-
propagation technique, similarly with regular neural 
networks. The distinction is in the network's 
architecture. The CNN's connection with the 
network has the properties associated with nearby 
connectivity and parameter exchange. Local 
connectivity is comparative to complete connectivity 
in CNN, which indicates that the node in 
this particular layer is only linked with particular 
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nodes in the preceding layer. The link between each 
of numerous nodes in a layer that share an identical 
set of parameters is referred to as parameter sharing. 
A CNN's core is a multilayered network framework 
made up of a layer of convolution, the pooling layer 
also known as a subsampling layer, and a layer that 
is fully connected. The layer of convolution and the 
pooling layer, generally will take numerous, and 
through the alternating setting of the two 
aforementioned structural components in the 
system's structure, the neural network's optimization 
of the input information is realized, afterwards it 
connects to the fully connected layer, and the final 
outcome is output.  

CNN have an "input layer" that contains the 
initial variables utilized to predict, one or more 
"convolutional layers" that modify the predictors 
collaboratively or exponentially, and an "output 
layer" that gathers the layers of convolution into the 

end product of prediction, which is increasingly 
complex. A pooling layer will be added to the 
architecture to lower parametric dimensions, as well 
as a dropout of compositions to decrease the activity 
of neurons. The different layers of the network, like 
axons in a real brain, constitute groups of "neurons," 
and every layer is interconnected by "synapses" that 
carry impulses between neurons in various levels. 
After performing the convolution procedure, the 
outcome is sent to the subsequent layer in the 
convolutional layer. The total quantity of parameters 
and the representation's spatial size are lowered in 
the convolutional layer. The information becomes a 
vector with a single dimension in its ultimately 
complete connection. As with classical classifiers, 
sophisticated decision-making may be conducted in 
this manner. Figure 2 depicts the general CNN 
structure as well as the accompanying operating 
concept. 

 

Figure 2: General CNN structure 

4.4.1 Input Layer 
The total quantity of units in the input data 

layer is proportional to the predictor's size. It has 
been configured to the sample dimension of 28 × 28. 
In general, every bit of index information must be 
processed before it is delivered to the model training 
programme. The primary purpose of processing is to 
integrate the unit. If the data being provided in input 
units are not identical, the neural network's 
convergence process velocity and effectiveness are 
reduced; simultaneously, the input with an extensive 
data differ accounts for too much weight in the 
process of training, causing the system to ignore the 
consequence of additional information; additionally, 
the value's range restriction necessitate preliminary 
processing of the input information before the 
training can proceed. 

4.4.2 Convolutional Layer 
By including convolution procedures 

between the input data and the result, the 
convolutional layer adds additional adaptability 
prediction correlation elements. Every layer of 
convolution pulls information from each of the input 
neurons in an orderly manner. The neuron is then 
activated using an activation function that is 
nonlinear. Before passing the outcome to the 
subsequent layer, it is converted back to an 
aggregated signal. Utilizing multiple kernels of 
convolution to execute operations on convolution 
can yield a wide range of characteristic information, 
allowing for a more accurate measurement of the 
training objective. 
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Convolutional characteristics must be 
transformed into the two dimensional framework 
before being fed into the training framework. Every 
characteristic reflects a distinct aspect of the selected 
data's informational dimensions. As a result, 
increasing the number of kernels for convolution 
allows the CNN to improve its structural efficiency 
and capture new information. 

Equation (7) depicts the fundamental two-
dimensional convolution procedure. It is presumed 
here that the subscripts (u, v) of the convolution's 
output y begins at (M, N). 

𝑦௨,௩ = ∑ ∑ 𝜔௠,௡
ே
௡ୀଵ

ெ
௠ୀଵ 𝑥௨ି௠ାଵ,௩ି௡ାଵ (7) 

Where, x is the value of the sample matrices 
of a particular data. When the size of the filter 𝜔 is 
M*N, the n outputs y is the combination of the data 
sequence x and the filter𝜔. The Xiaotong filter 𝜔 can 
obtain various information from data samples. 

Consider it as a simulation to obtain the 
outputs matrix on the right side, which recovers the 
characteristics of the input matrix by maximizing 
edge information. Its most common continuous 
format is given in (8). 

𝑦(𝑎) = ∫ 𝑓(𝑥)𝜔(𝑎 − 𝑥)𝑑𝑥
ஶ

ିஶ
  (8) 

The discrete form is given in (9). 

𝑦(𝑎) = ∫ 𝑓(𝑥)𝜔(𝑎 − 𝑥)
ஶ

௫ୀିஶ
  (9) 

Function f is commonly referred to as the 
input functioning, while is commonly referred to as 
the function of the kernel, and output y is referred to 
as the characteristic map. Every convolution 
procedure collects data gathered from the top layer's 
characteristic map in a linear manner conducts an 
operation of convolution on the top layer's map x and 
filter 𝜔, and then applies the term for the bias a 
constant h to the convolutions outcome to generate 
the net input message. The neuron signal is then 
activated and restored to the aggregated input using 
the nonlinear function of activation f. Lastly, the 
outcomes of every characteristic mapping are 
summarized linearly and sent into the subsequent 
layer. Equations (10) and (11) gives the calculating 
procedure. 

𝑐௟ = 𝜔௟ ⊗ 𝑥 + ℎ௟   (10) 

𝑦௟ = 𝑓(𝑐௟  (11) 

4.4.3 Pooling Layer 
Pooling functions are used by the layer of 

pooling to quantify the general properties of the 
information while discarding insignificant minor 
details. The pooling method primarily increases 
network resiliency by enabling scalability and 
rotations. The number of distinct characteristics is 
lowered in the layer of convolution, while the total 
amount of neurons remains almost same. As a result, 
a process of pooling at the layer of pooling is still 
required to minimize the dimension of the 
characteristic while preventing overfitting. 

4.4.4 Activation Function 

The activation function's purpose is to 
stimulate neurons in order to lessen the likelihood of 
overfitting by suitably giving up particular lines. The 
neuron activation value s may be derived once the 
net supply c has been generated by the nonlinear 
activation procedure f. It is given in (12). 

𝑠 = 𝑓(𝑐௟)     (12) 

Numerous frequently utilized functions for 
activation, namely Sigmoid-type function and ReLU 
processes, are employed to improve the network's 
appearance and learning abilities while decreasing 
overfitting. Sigmoid-type function graphs are S-
type, which means there exist two typically 
employed versions, that is, 𝑡𝑎𝑛ℎ function and 
Logistic function. The function's definitions are as 
shown in (13) and (14). 

𝜎(𝑥) =
ଵ

ଵା௘షೣ  (13) 

tanh(𝑥) =
௘ೣି௘షೣ

௘ೣା௘షೣ   (14) 

ReLU is in fact a ramp operator. Equation (15) 
describes it. 

𝑅𝐸𝐿𝑈(𝑥) = ቄ
𝑥, 𝑥 ≥ 0,
0, 𝑥 < 0.

  (15) 

The Softmax layer is typically the finest 
layer of the CNN, and the Softmax classifier is 
utilized to acquire the ultimate categorization 
outcomes. The logistic regression loss function is 
given in (16). 

𝐾(𝜃) = −
ଵ

௥
ቂ∑ ∑ ൛𝑦(௨) = 𝑘ൟ log 𝑞(𝑦(௨) =ଵ

௩ୀ଴
௥
௨ୀଵ

𝑘
𝑥(௨);ൗ 𝜃)ቃ  (16) 

Where, 
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𝑞 ቀ𝑦(௨) = 𝑘
𝑥(௨);ൗ 𝜃ቁ =

௘
ഇ

ೖ

ೀೣ
(ೠ)

∑ ௘
ഇ

ೖ

ೀೣ
(ೠ)

ೕ
೗సభ

   (17) 

5. RESULTS AND DISCUSSION 

The CNN based enterprise financial growth 
forecasting framework effectively realizes the 
integration of index extraction of features from the 
data reduction unit and training of models, so models 
input variables are not needed when modelling, the 
large amount of data for input information of the 
newly developed approach processing such as values 
that are cleaning and missing. Because of the 
framework and the complexities of the information 
source surroundings, the conventional technique's 
assessment approach is unable to process highly 
dimensional complex data, necessitating additional 
analysis and processing. Techniques for removing 
redundancies and distortion in index variables are 
often employed include linear frameworks based on 
regularized loss function estimation, feature 
significance based on deep learning algorithm 
output, and information about features degrees. The 
business growth prediction index method serves as 
the foundation for firms to analyze financial growth. 
The expert analysis approach of operational features 
of listed firms is used in this study, and the financial 
data generated are as follows. 

5.1 Profitability  
Profitability denotes to the company's 

capacity to produce profits based on its capital 
growth. The more a company's profitability, the 
greater its profit, and the greater the company's 
potential to achieve sustained existence and growth. 
Profitability and solvency have a high positive link. 
The more the solvency, the better the profitability. 
There are several indications that may be used to 
demonstrate profitability. In general, the metrics 
utilized to demonstrate profitability include the 
entire assets gross rate of interest, price and 
expenditure rate of profit, return on total assets, net 
sales interest rate, return on net assets,  and operating 
net interest rate; the purpose of the article is to 
choose the indicators provided above for assessing 
profitability. 

5.2 Solvency 
Financial stability refers to an 

organization's capacity to repay loans at expiration. 
Financial solvency is a basic need for assuring a 
company's survival and long-term growth, as well as 
a significant business credit assessment indication. 
Debt solvency indicates the company's financial 

state and operational capabilities. The more the 
solvency, the greater the company's financial 
position and operational capabilities. There are 
several indicators of finances employed to 
demonstrate the financial stability of a business. The 
indicators often utilized to illustrate financial 
stability include the ratio of current assets, 
expressive proportion, capital proportion, equity 
proportion, and net asset-liability proportion; 
the article will employ six of these indicators to 
gauge debt solvency. 

5.3 Operational capability 
The operational ability of a company is 

referred to as its operational ability. Operating 
competence comprises the ability to handle business 
money.  

 

Figure 3: Predicted data of the indicators 

The pace of funds circulation has a 
significant impact on the stability of operating 
capabilities. The faster a company's money 
circulates, the more efficient its asset employment is, 
the more income it can earn in a particular amount 
of time, and the greater its operational abilities. The 
metrics that usually represent the capacity to operate 
are the rate of turnover of inventory, the turnover of 
accounts receivable rate, the overall turnover of 
assets rate, present-day asset revenue rate, and 
accounts payable revenue rate; the article indicates 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

1 1.2 1.4 1.6 1.8 2

Da
ta

Time

Turnover Rate of Indicators

Inventory Accounts receivable

Total Assets Current Assets

Accounts Payable



Journal of Theoretical and Applied Information Technology 
15th February 2024. Vol.102. No 3 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
965 

 

to choose the five previously identified indications 
to indicate operating capacity. Figure 3 shows the 
projected data. 

5.4 Growth Ability 
The potential of listed firms to grow is seen 

in their method of growth. Listed companies have 
fewer assets and less risk tolerance than huge 
corporations. The primary indication of the risk to 
credit of listed corporations is growth potential. This 
indicator relates to the company's future and may 
represent the next phase growth rate and worth of the 
company. Therefore, the indicator system needs to 
include a growth capability analysis. Operating 
revenue growth rate, operational growth increase 
rate, net growth in assets rate, overall expansion of 
assets rate, and the increase in net profitable rate are 
the indications that typically reflect a company's 
ability to grow; the article intends to choose each of 
the five indicators provided above for assessing 
growth capability. 

5.5 Cash Obtaining Capability 
In the present time frame, the capacity to 

acquire cash mostly relates to the ability to do so 
from operating operations. Since cash flow is the 
primary means of repayment of debt for businesses, 
having enough cash flow is the prerequisite for listed 
firms to be able to pay off their debts. The capacity 
to raise money is also a crucial element in the 
evaluation of business credit and a solid assurance 
for the continued growth of listed firms. As a result, 
the methodology for indicators must take into 
account the study of the cash availability. The 
proportion of net financial assets created by 
operational procedures, the quantity of net financial 
assets in operational revenue, and the overall cash 
components of the net profit are the indications that 
are typically utilized to indicate an organization's 
capacity to acquire cash. 

5.6 Learning rate 
The learning rate denotes how quickly data 

accumulated in a neural network over a period of 
time. If the rate of learning has been set incorrectly, 
the training will go very gradually since only small 
alterations to the network's weight are produced. 
However, if the rate at which learning occurs is set 
excessively, the loss function may suffer as a result. 
The study conducted a number of tests on the 
information collection to determine the initial 
acquisition rates, convolutional kernels dimensions, 
and dropout’s ratio for the purpose to evaluate the 
impact of numerous learning rates variables on the 
network's efficiency. Figure 4 depicts the outcomes 
of the original learning rate: the experimental 

findings reveal that the choice of the first learning 
rate has an immediate effect on the outcomes of the 
experiment. A learning rate that is excessive or 
inadequate lowers model training accuracy. The 
learning rate is 0.5, according to the aforementioned 
experimental data. The CNN model can now fast 
converge and achieve improved accuracy. 

 

Figure 4: Result of initial learning rate 

The predicted success rates of Back 
Propagation Neural Network approach (BPNN), 
CNN approach and the logistic regression (LR) 
approach, with proposed DRU-CNN to predict 
whether there is a growth in the sixty-eight test 
sample companies are 89.7%, 92.6%, 97.1%, and 
98% respectively, according to the outcomes of the 
prediction in Figure 5 it can be seen that the accuracy 
of the predictions of the framework based on DRU-
CNN suggested in the paper is significantly greater 
than others.  
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Figure 5: Comparison Chart 

The DRU-CNN model outperforms the LR 
approach, BPNN and CNN, in terms of prediction 
accuracy. Because DRU-CNN is a nonlinear 
approach, the linear technique of the LR framework 
can provide a more accurate representation of the 
elements influencing corporate growth than the 
multivariate linear approach. At the exact same time, 
the DRU-CNN has a high level of self-learning 
capacity. When contrasted to the BP neural 
network's performance, the DRU-CNN excels at 
dealing with matrix tensor data categorization. The 
article's dynamic financial information is coupled 
with nonfinancial information. Information is being 
used by the sample indicator system. All prior 
forecasting techniques examined the influence of a 
single-year indicators of a corporation on whether 
future growth will occur. A company growth 
prediction model is built using multiyear financial 
metrics paired with nonfinancial factors. Unlike the 
remaining three approaches, the one presented in the 
article takes into account changes in company 
operational conditions. As a result, when contrasted 
with the remaining three statistical approaches, the 
CNN model can better analyze and predict the 
growth of publicly traded firms. 

6. CONCLUSION 

Large-scale company information analysis 
has become crucial in today's rapidly evolving 
business environment for projecting a company's 

future and making successful judgements. The study 
provides an integrated hybrid technique for 
estimating a company's development potential that 
uses the advantages of data reduction units and 
convolutional neural networks. The strategy's initial 
element is data reduction components, which reduce 
data complexity while maintaining relevant quality. 
The second component of the technique involves 
utilization of the power of CNN, a deep-learning 
architecture capable of processing both structured 
and unstructured inputs. CNNs specialize in 
detecting geographic and time-associated trends in 
the information, making them ideal for uncovering 
complex connections in large-scale corporate data. 
By utilizing multiple layers of convolutional 
filtering, a system has the capability of learning 
essential traits and hierarchies, allowing it to make 
reliable growth forecasts. The paper presents a novel 
architecture for combining these components, which 
combines the data reduction unit's outputs with the 
input data and feeds them into the CNN. The 
combination technique allows the CNN to focus on 
the most critical information, increasing prediction 
accuracy while decreasing computing overhead. The 
investigation used real-world firm datasets to do 
tests on the strategy's efficacy. The anticipated 
success rates of the BPNN, CNN, and 
LR approaches, with suggested DRU-CNN, to 
forecast if there is a growth in the sixty-eight test 
sample firms. According to the data, the integrated 
hybrid strategy outperforms normal techniques in 
terms of forecasting firm development. 
Nevertheless, the report does not discuss any 
drawbacks or difficulties in putting the hybrid 
method into practice, nor does it go into detail about 
particular industrial applications, economic 
contextual variables, or ethical issues related to the 
suggested technique. Subsequent investigations may 
examine the flexibility and efficacy of the suggested 
integrated hybrid approach in various sectors. The 
practical applicability of the strategy would be 
improved by examining how effectively the model 
generalizes to various industries and determining 
any industry-specific subtleties or modifications 
necessary. 
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