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ABSTRACT 
 

Sophisticated systems of surveillance that keep tabs on life’s essential functions are called health maintenance 
technologies. The goal of the endeavor was to plan and construct wirelessly bodily networks of sensors for 
real-time performance assessment. WBANs need to analyze massive volumes of data for the purpose of 
making practical judgments during emergencies. In order to overcome these problems, this study presents a 
deep learning structure for evaluating health consequences called the Slime Mould Algorithm (SMA). In the 
beginning, information from medical records for patients is gathered by the WBAN networks in order to 
produce specific measurements for the assessment. WBAN modules communicate with the destination node 
by sending information based on the collected indicators. In this scenario, the optimal cluster head is 
determined using the Fruit Fly technique. The combined Fruit fly Procedure’s results are then sent to the 
destination component, whereupon the Convolutional Neural Network, also known as the classifies the 
medical data in order to assess risk. In this instance, the CNN is trained using the recommended SMA. With 
scores of 94.604% and 0.145, along with 0.058 for accuracy, power, and productivity, correspondingly, the 
suggested SMA outperforms the other methods.  

Keywords: Patient Monitoring System, Convolutional Neural Network, Slime-Mould Approach, Wireless 
Body Area Network, Fruit-Fly 

 
1. INTRODUCTION  
 

Wireless Sensor Networks (WSN), along with 
Wireless Body Area Networks (WBAN), are 
extraordinarily utilized in hospitals and clinics to 
monitor the medical state of their patients [1]. In 
human health monitoring, a WSN enables 
individuals to identify their physical status in real-
time and react rapidly to catastrophes [2]. Because 
of its extensive implementation, low cost, and 
minimal utilization of energy, WSNs are frequently 
employed to collect data from the surroundings. 
Additionally, WBAN users can access physique 
sensor information and resources online from any 
location in the world [3]. Multi-hop self-organizing 
connection systems, or WSNs, were likewise made 
up of wireless sensor nodes positioned all across the 
sensing region [4]. WSNs, also called motes, are tiny 
computers that can communicate wirelessly through 
other WSNs in a network of sensor systems as well 
as conduct light processing, including sensing [5]. 
An antenna that is used for wireless communication, 
a CPU, recollection, conventional or 

pharmacological detectors (such as temperature, 
sugar glucose, ECG, and Heart rate), and an 
electrical battery are all necessary components of a 
wireless sensor cluster [6]. 

Wireless sensor networks experience an increase 
in power use, network transmission latency, poor 
communication quality as a result of communication 
congestion, partial node failures that halt data 
transfer, and other problems as the assortment of 
sensor nodes increases [7]. Because sensor nodes are 
so inexpensive, link breakdown and data abnormality 
are frequent occurrences in sensor networks that are 
wireless. With WBAN, it is now feasible to link tiny, 
lightweight, low-power physiological sensors to 
create a body area network [8]. Once wireless 
connectivity is added to this link, the WBAN is 
formed. The sensors that makeup WBAN are 
diverse. Vital indicators such as blood pressure, 
heart rate, and saturation of oxygen in the blood 
are collected, analyzed, and transmitted via these 
electronic devices [9]. WBANs are wireless 
networks for communication that are specifically 



 Journal of Theoretical and Applied Information Technology 
30th November 2024. Vol.102. No. 22 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 

 
8289 

 

focused on the structure of the body. They consist of 
detectors that are either within or on the surface of 
the body, a local computing unit, individual 
interfaces, and network infrastructure. The local 
computing unit receives data wirelessly from the 
sensors for real-time illness analysis and diagnosis. A 
doctor in a far-off place might easily review the 
information and suggest a course of therapy [10]. 

In this work, patient health data is analyzed to 
identify health hazards using the proposed SMA-
based CNN classifier. The patient’s identifying 
number, age, gender, and the precise location of the 
chest pain are among the details the WBSN nodes 
initially retrieve from the patient’s medical 
documentation. Once the WBSN nodes detect the 
proper parameters, they send what they deem to be 
data to the target node. In this instance, the optimal 
aggregation members in the WBSN framework are 
selected using the Fruit-Fly Optimizer Algorithm. 
The primary contribution of the research is the 
suggested SMA-based CNN classifier, which makes 
use of the given SMA for CNN along with the 
Fruitfly approach for cluster head selection. 

The rest of the paper is organized as Section 2, 
named Literature Review; Section 3, named System 
Model; Section 4, named Proposed Assessment 
Model Using Proposed CNN; Section 5, named 
Results and Discussion; Section 6, named 
Conclusion. 

2. RELATED WORK 

    Features of different qualities are extracted from 
pre-processed data using a deep learning technique. 
As a means of extracting abstract features from pre-
processed sensory input, Single dimension-based 
Neural Networks like Convolutional Neural 
Networks and directional-oriented long short-term 
memory have been introduced by Durmus et al. [11]. 
Cellular-assisted Device-to-Device Interactions in 
BANs with Wireless Technology for Patient 
Monitoring. WSNs operate more efficiently when 
cluster intelligence is used by Zheng et al. [12]. The 
study’s main objectives are to analyze and 
summarize key transportable WSN advancements as 
well as algorithmic technologies related to swarm 
intelligence. The problems and solutions are 
outlined, and in light of the current level of research, 
the difficulties that still need to be resolved, in 
addition to the potential future directions for this 
trend of development and research, are predicted 
[13]. In this study, a deep learning-based approach 
was devised to streamline the quality of physical 
restoration workouts by Fakhrulddin et al. [14]. 

The main elements of the framework are measures 
for evaluating movement achievement, scoring 
functions for converting performance indications 
into quantitative quality of movement evaluations, 
and deep neural network models for generating input 
movement quality ratings via supervised learning 
[15].  

    The researchers Liao et al. [16] propose a 
performance metric that is centered upon the log 
prediction using a Gaussian combination model and 
captures low-dimensional information representation 
that is accomplished through the use of a deep 
autoencoder network. Additionally, it makes use of 
subsystems to compute joint displacements between 
various body parts, making use of the spatial quirks 
associated with human movement [17]. This work is 
noteworthy because it is the first to quantify 
rehabilitation performance using neural networks 
and deep learning. To group together health-
monitoring apparatus. A centralized cluster-based 
hierarchical routing system is used by Zhang et al. 
[18] in the recommended method. In order to 
monitor patients cost-effectively utilizing an 
organizational strategy founded on clustering (green 
communication), researchers Salem et al. [19] 
devised an integrated hierarchical clustering 
mechanism in an intelligent healthcare system. 

    Sensor-embedded appliances monitor a multitude 
of key variables, including the number of individuals 
treated in intelligent healthcare systems [20]. 
Because the devices are powered by small batteries, 
energy is managed effectively. Smart healthcare 
approaches employ a heuristic strategy to conserve 
energy by reducing the duty-cycling of equipment 
[21]. The challenges that came up during the trial 
included scheduling, data collection, and 
communication to the base platform. In this 
instance, the head of the cluster is used to gather 
these states. A hierarchical clustering technique for 
energy-efficient tracking of patients has been created 
in order to overcome these problems [22]. This 
method improves the network lifetime, reduces 
energy consumption in different situations, and 
improves the quality of the data used to make 
judgments by considering the vital signs of the 
individual being treated [23]. 

3. SYSTEM MODEL  

 
    This section describes in detail the WBSN 
framework for healthcare service evaluation, as 
illustrated in Figure 1. The aforementioned model 
consists of a human body, a WBSN sensor, a sink 
node, a personal computer or cellphone, and a 
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medical repository. This picture provides a thorough 
representation of a WBAN framework, showing the 
various levels and parts that are necessary for 
information processing and transfer in a network of 
this kind. The input level, or Communication Level 
1, is the central component of the entire system. It is 
here that a number of sensors represented by tiny 
black circles—are carefully positioned throughout 
the human body in order to track a variety of 
physiological characteristics. These sensors are 
responsible for gathering crucial health data 
continuously and relaying it to a centralized 
apparatus, usually a smartphone. By using Bluetooth 
connections, this centralized device gathers 
information from all sensors and functions as a 
regional aggregation, processing it for distribution. 
    As we proceed to Communication Level 2, often 
known as the "hidden layer," we come across 
intermediary devices like more cellphones, PCs, and 
Body Area Systems (BANs). After receiving all the 
information from the centralized device, these 
devices are essential in making sure the data is 

correctly structured and prepared for further 
transmission. Blue lines represent the links between 
the individual devices as well as the centralized 
equipment; these hyperlinks represent the wireless 
transmission paths that allow data to flow freely 
inside this layer of hardware. The elements that 
make up the output layer, also known as 
Communication Level 3, allow for more extensive 
communication of information to networks outside 
the network. This layer consists of communication 
antennas as well as access indications, which act as 
intermediaries and conduits for data transmission 
over the World Wide Web. The cloud metaphor is 
used to symbolize the internet's function as the main 
means of transferring data to faraway servers and 
applications. For the gathered health information to 
go to the right places for preservation, evaluation, 
and behavior, connection is essential. 

 
 

 
 

Figure 1: Proposed System Model of WBAN Incorporated with CNN 
 
The figure highlights important elements in the 
domain of external solutions, including medical 
information centers and server rooms for databases. 
These servers are in charge of managing and storing 
patient data, ensuring that medical personnel may 
access it for evaluation. The ambulance emblem for 
emergency services draws attention to how quickly 
the system can react in emergency scenarios. This 
information is used by medical professionals, 
represented by a physician, to deliver well-informed 
treatments and treatments. Furthermore, end-user 
devices—such as PCs, laptops, and cellular 
phones—are demonstrated as instruments used by 
patients as well as doctors to access and track health 
data online. All things considered, the picture clearly 

illustrates the tiered architecture of a WBAN 
platform and its effortless integration of diverse 
devices and communication systems. It 
demonstrates the effective flow of health 
information from on- body monitors to emergency 
personnel and medical professionals, guaranteeing 
prompt medical attention and ongoing observation. 
With its emphasis on real- time data collection, 
transfer, and utilization, this illustration provides an 
essential explanation of WBAN operation and 
highlights its significance in contemporary 
healthcare. 
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4. PROPOSED MODEL USING CNN 
 
4.1 Overview 
 
    The project’s objective is to design and construct 
wireless human sensor infrastructure for the purpose 
of real-time monitoring of critical operations. Data is 
communicated from the WSN nodes that are situated 
in the desired location by acquiring the 
characteristics; the fruit fly methodology is then 
applied to determine the optimal cluster head 
decision. For optimal performance, the SMA 
technique is used before to employing 
classifications. Lastly, health records are categorized 
using CNN to identify potential health hazards. 
Three metrics have been utilized for validating the 
proposed collection: throughput, accuracy, and 
energy. Figure 2 below displays the envisioned 
methodology’s building arrangement. 
 
 

 
 

Figure 2: A schematic representation of the 
suggested CNN according to FF-SMA for health 

evaluation. 
 
4.2 The Fruitfly (FF) Mechanism  
 

First, the Best Cluster Head Choice using the 
Fruitfly the following section is used for 
processing the information. FF represents an 
improvement of the cluster methodology centered 
around the behavior of fruit-foraging flies, which 
locate food by using their senses of smell and 
vision. The fictitious character FF is mostly used 
to determine the shortest path between nodes in the 
cluster and CHs. After determining the distance 
between neighboring CHs, it computes the 
opposite of the spacing between them. The value 
that is the smallest is then chosen after it has 
compared every quantifiable value. Before 
implementing the two main purposes of fruit flies, 
Algorithm FF aggregates up the amounts along a 
predetermined distance. The vision mechanism 
chooses the lowest distance only it does not choose 
the longest distance. An appropriate breakdown of 
the proposed method is in the following - 

 Default values are assigned with the 
algorithmic variables. 

 Distances are measured as the values of 
concentrations. 

 Fitness functions are applied and determined. 
 Maximum concentration is determined from 

the values of available concentration. 
 Mechanism is rechecked till the optimization. 

 
The subsequent seven steps or categories require 
the following actions to be taken: 

 The initial position of the cluster is (0, 0) 
such as InitXar = 0; and InitYqr = 0; 

 Controlling the path of finding for the 
separation between each neighbor of a 
Clustering Head (CH) person like Xi = 
Xar+Rand (Val) and Yi = Yar+Rand(Val). 

 The amount of distance that separates the 
neighboring CHs will be known once the 
location of the event has been determined. 
Prior to deciding on the smell 
concentration (S), which is the 
proportional distance, branches in the CH 
categorization are established. The 
equations are: 

𝐷௜  =  ඥ𝑋௜ଶ  +  𝑌௜ଶ 𝑊ℎ𝑒𝑟𝑒, 𝑆௜  =  
ଵ

஽೔
                   (1) 

 A measurement of smell measurement is 
taken in order to determine the smell at the 
fruit fly’s positioning. It has been replaced 
in the fitness and scent concentrating 
aspects. The equations are - Smelli = 
Func(Si), Here, Func defines the fitness 
function. 

 Determine the separation between the 
paths that have the most odors 
concentrated in them and the fewest nodes. 
The equations are - bSmellanode = 
min(node) and aSmellbnode = max(node). 

 Keep the smell as strong as possible and 
make the node transmit the data it has 
collected throughout the network using the 
fitness metrics. The equations are - Smellb 

= aNode and Smella = bNode. 
 Here, supervised repeated optimization 

using the sensor networks for every node 
placement kicks in. 
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4.3 FF Algorithm Based Clustering 

    This clustering framework has N number of 
grouped clusters such as C1, C2, C3,           Cp, 
and clusters are completely static and Base 
Station (BS) is multiply separated depending on 
energy location and data location. The 
transmission of the energy is centered and 
communicate to the other clusters from the 
mother clusters. More specifically, there are 2 
stages such as defining clustering and 
transferring data. 

4.3.1 Framework of Cluttering Model 

    All sensor network serves the energy through the 
energy transmission to BS. General quantity of 
energy is changed continuously, and it is 
appropriately visible during the feeding the energy. 
In order to find out the optimal cluster head, the FF 
approach is applied from C1, C2, C3, Cp. 
Searching involves the following equations 2, 3, 4. 
 

𝑃ଵ  =  𝑚𝑎𝑥௣(∑ ∀௜  ∈  𝑐𝑝𝑑 (𝑛௜ , 𝐶𝐻௣)/|𝐶௣|)     (2) 
 

𝑃ଶ  =  ∑ 𝐸(𝑛௜) / ∑ 𝐸(𝐶𝐻௣)௄
௣ୀଵ

ே
௜ୀଵ             (3) 

𝑃௫  = ∝ ∗  𝑃ଵ  +  (1 − ∝)  ∗  𝑃ଶ             (4) 

P1 is the most utmost point on the Euclidean 
scenario. ∀i belongs to cluster Cp, and their heads 
are in the cluster CHp. |Cp| defines the number 
of accommodated nodes in the Cp cluster. This 
objective tends to decrease the typical intra-cluster 
distance between the cluster coordinator along with 
the sensor node locations while simultaneously    
increasing the network topology’s energy 
consumption. Once the cluster has been built, data 
from head nodes outside of the cluster is transferred 
to the BS via the cluster head nodes. Every 

information cycle interchange has a connection 
to sensor networks; the process of selecting clusters 
is repeated. The remaining computational strength 
of each individual node is incorporated to this 
information throughout transmission among nodes 
along with the CH. This information package helps 
the BS choose the cluster chief along with groupings 
that are best suited for the following round. A form 
of time division multiple access is implemented 
within the entanglement (TDMA) and the CH sets 
an agenda taking into account the number of 
dynamic components. The model process is in the 
following in the Figure 3. 

4.3.2 Data Transformation 

    First, there is a type of CH that is configured. 
Following the establishment of a protocol for 
information transmission, each sensor node 
starts sending data through the CHs. The CH 
receives information coming from head stations 
that do not belong to a clustering. A group’s 
information is gathered by the CH, who then 
sends it through the BS. In a fresh CH, you’ll be 
prepared for moving on to the following phase 
after finishing the previous one. The creation of 
a CH involves a cycle of data transmission 
whereby the most effective component is 
selected. In addition, TDMA technique is used; 
head networks that are not a member of a cluster 
switch their transmission node mid-operation 
and terminate when the transmission is finished. 
The CHs organize the gathering and organization 
of information, which reduces the quantity of 
data contained in the set and allows the CHs to 
focus on providing the BS with knowledge. 

 

 
 

Figure 3: Fruit Fly Process Flow Schematic for the Cluster Head Identification 
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4.4 CNN Based Classifier Framework 
 

    Following being analyzed and improved using the 
Fruit Fly, the data was classed employing the CNN 
classification technique, as well as the Slime Mould 
technique. CNN is a network that streams 
information forward from additional data sources 
that have a feature extraction component. 
Completely linked, activation of softmax 
mechanism and input from the user, the whole 
framework consists of five layers, which extract and 
classify features using convolutional along with 
pooling. In the convolutional stage, a number of 
filters (kernels of information) are applied to the 
input frameworks. These filters slide in each 
direction with predetermined steps, producing a 
variety of convolution approaches that are 
employed to generate local characteristics. To 
guarantee nonlinearity, characteristics that have 
been obtained are subjected to the ReLU’s activation 
mechanism. These are received by the layer of 
collecting, which decreases the overall length of 
spacetime. Several completely interconnected 
sections, each consisting of several layers, receive 
the characteristics extracted as input.one or more 
strata. By utilizing the softmax activation 
mechanism along with categorization layer, the 
output can be guided towards a class label in the very 
last fully connected layer. The CNN architecture, 
which consists of a number of distinct layers that 
convey what is entered into an output volume (for 
example, including the class scores) using a 
differentiable function. Several types of layers are 
frequently employed. 

 
5. RESULTS AND ANALYSIS 
 
5.1 Experimental Setup 

    The experimental setup consists of multiple 
essential components that are carefully integrated to 
guarantee smooth operation and precise data 
processing. First and fore- most, to record vital signs 
like blood pressure, respiration rate, and 
temperature, a variety of physiological sensors are 
carefully placed on the patient’s body. These sensors 
operate as a data aggregator by wirelessly sending 
information collected to a centralized hub, which is 
usually a microcontroller or other tiny computing 
equipment. The incoming signals are preprocessed 
in this gateway to remove distortions including 
vibration, guaranteeing that the input for the neural 
network that follows is of the highest caliber. The 
CNN framework is developed on a strong computer 
architecture with customized acceleration 

technology for effective inference. It is intended to 
examine temporal patterns of physiological 
measurements. Information credibility, latency on 
the network, along with power consumption are 
closely monitored during the experimentation 
process to confirm the system’s performance in 
immediate patient surveillance situations under the 
limitations of a WBAN context. 

5.2 Effectiveness Mensuration 

    Consecutively 3 mensuration have been 
considered for evaluating effectiveness such as 
throughput, accuracy, and energy. The general 
formulas are 5, 6, and 7. 

Accuracy =  
୘୔୚ ା ୘୒୚

୘୔୚ ା ୘୒୚ ା ୊୔୚ ା ୊୒୚
         (5) 

H =  
∑ ୉(୒౟)

్
౟సభ

∑ ୉(୒౨)౉
౨సభ

                        (6) 

T =  
୔

୰
                              (7) 

    In the equation 5, FPV is false positive value, 
TNV is true negative value, FNV is false negative 
value, and TPV is true positive value. In the 
equation 6, E(Ni) defines the ith initial energy, 
and E(Nr) is energy of ith cluster head. The total 
information packets acquired at the simulation 
period r is denoted by P in the equation 7. 

5.3 Comparative Analysis 

    In terms of performance parameters including 
energy consumption, throughput, along with 
accuracy, this section compares the approaches 
using libraries from Cleveland along with 
Switzerland with clusters of 50, 100 and 200 on 3 
evaluation metrics such as Accuracy, Energy, 
Throughput. 

5.3.1 Analysis on Accuracy 

    Analysis for 50 Nodes: A comparison between 
the propounded FF+SMA-CNN for fifty stations 
as well as the current HSA-PSO+FCSSA-DBN is 
demonstrated in terms of precision, energy, and 
output. The first accuracy values of the 
propounded Fruitfly+SMA-CNN and the current 
HSA- PSO+FCSSA-DBN are 84.252% as well as 
78.353% as the higher peak reach values, 
correspondingly. Following the procedure, the 
accuracy values deter- mined by the previously 
operating HSA-PSO+FCSSA-DBN and the 
propounded FF+SMA-CNN are 33.23% and 
45.26% as the lower peak reached values, 
correspondingly. When the total quantity of 
iterations is zero, the energy quantities are 
determined by the already-occurring HSA- 
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PSO+FCSSA-DBN and the proposed FF+SMA- 
CNN, which are 0.548 as well as 0.55, 
correspondingly. The outcomes have been 
represented in the Figures 4,5 and 6 

 
Figure 4:  Analysis of Accuracy with 50 nodes 

 
Analysis for 100 Nodes: The correctness estimates 
of the envisioned FF+SMA+CNN with the current 
HAS-PSO+FCSSA-DBN are 76.57 percent along 
with 69.604 percent as higher peak, respectively. 
Assuming there remains only one session, which 
was the electrical energy values calculated by the 
proposed FF+SMA+CNN as well as the already- 
occurring HSAPSO+FCSSA-DBN are 44.97% and 
31.23% as lower peak, correspondingly. The power 
estimates calculated for 2000 rotations by the 
FF+SMA+CNN along with the already-occurring 
HSA-PSO+FCSSA-DBN were 0.15 as well as 
0.137, correspondingly. Assuming there are 2000 
several rounds, the proposed FF+SMA+CNN and 
HSA-PSO+FCSSA-DBN throughput estimates are 
0.058 as well as 0.063, correspondingly. The 
outcomes have been represented in the Figures 4. 
 

 
Figure 5: Analysis of Accuracy with 100 nodes 

Analysis for 200 Nodes: The accuracy rates of the 
propounded FF+SMA+CNN and the current HSA- 

PSO+FCSSA-DBN models are 84.57% and 
68.604% as their higher peak response, respectively. 
In a single session, the electrical energy values 
calculated by the proposed FF+SMA+CNN and the 
existing HSA- PSO+FCSSA-DBN are 37% and 30% 
as their lower value, respectively. For 3000 
rotations, the power estimates produced by the 
FF+SMA+CNN and the HSA-PSO+FCSSA-DBN 
models are 0.13 and 0.127, respectively. Finally, 
considering 3000 rounds, the throughput estimates 
for the FF+SMA+CNN and HSA-PSO+FCSSA-
DBN are 0.028 and 0.043, respectively. 
 

 
 
Figure 6: Analysis of Accuracy with 200 nodes 
 
5.3.2 Analysis on Energy Consumption 
 
Analysis for 50 Nodes: A comparison between 
the propounded FF+SMA-CNN for fifty neurons 
and the current HSA-PSO+FCSSA-DBN is 
demonstrated with respect to of exactness, power, 
and production. The first accuracy values of the 
recommended FF+SMA-CNN as well as HSA- 
PSO+FCSSA-DBN were 79.252% and 67.505% 
as their higher peak identification, 
correspondingly. Following the procedure, the 
accuracy metrics evaluated by the already-
existing HSC- PSO+FCSSA-DBN as well as the 
recommended Fruitfly +SMA-CNN are 36.892% 
and 21.209% as their lower peak identification, 
correspondingly. Assuming there exists one 
round, the potential energy values determined by 
the previously mentioned HSA-PSO+FCSSA-
DBN and the proposed Fruitfly+SMA-CNN are 
0.550 as well as 0.848, correspondingly. The 
energy values acquired for 2000 iterations by the 
proposed Fruitfly+SMA- CNN as well as the 
already-occurring HSA- PSO+FCSSA-DBN are 
0.033 as well as 0.076, correspondingly. The 
outcomes have been represented in the Figures 
7,8 and 9. 
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Figure 7: Analysis of Energy consumption with 50 
nodes 

 

Analysis for 100 Nodes: The correctness metrics 
for the current HSAPSO+FCSSA-DBN as well as 
the suggested Fruitfly + SMA+CNN, when tested 
with 100 nodes, are 80.624% as well as 73.53% as 
their higher peak, correspondingly. When the 
number of repetitions is one, the estimated energy 
values found by HSA-PSO+FCSSA-DBN as well 
as the proposed Fruitfly+SMA+CNN have been 
34.909% and 19.072% as their lower peak 
recognition, correspondingly. For 2000 several 
rounds, the energy values proposed by 
Fruitfly+SMA+CNN and computed by HSA- 
PSO+FCSSA-DBN have been 0.120 and 0.111, 
correspondingly. Assuming the number of 
iterations is 2000, the number of iterations per 
second values determined by HSA-PSO+FCSSA- 
DBN and recommended by 
FRUITFLY+SMACNN have been 0.058 as well as 
0.062, correspondingly. 

 

Figure 8: Analysis of Energy consumption with 100 
nodes 

 

Analysis for 200 Nodes: The performance metrics 
for the current HSA-PSO+FCSSA-DBN and the 
proposed Fruitfly+SMA+CNN, when tested 
with 200 nodes, are 90.204% and 69%, 
respectively. With a single repetition, the 
estimated energy values calculated by HSA-
PSO+FCSSA-DBN and the proposed 
Fruitfly+SMA+CNN are 30% and 20% as their 
lower reach, respectively. For 3000 rounds, the 
energy values predicted by Fruitfly+SMA+CNN 
and those calculated by HSA- PSO+FCSSA-DBN 
are 0.180 and 0.171, respectively. When the 
number of iterations is set to 3000, the iterations 
per second determined by HSA- PSO+FCSSA-
DBN and recommended by Fruitfly+SMA+CNN 
are 0.038 and 0.076, respectively. 

 

 

Figure 9: Analysis of Energy consumption with 200 
nodes 

 
5.3.3: Analysis on Throughput 
 

Analysis for 50 Nodes: As per the mensuration 
of throughput analysis FF+SMA+CNN with the 
current HAS-PSO+FCSSA-DBN are 87.57 
percent along with 69.604 percent as their higher 
peak reach, respectively. Assuming the number 
of session remains one, which was the electrical 
energy values calculated by the proposed 
FF+SMA+CNN as well as the already-occurring 
HSAPSO+FCSSA-DBN are 45.078% and 
34.067% as their lower peak recognition, 
correspondingly. The estimation has calculated 
for 2000 rotations by the FF+SMA+CNN along 
with the already- occurring HSA-PSO+FCSSA-
DBN were 0.19 as well as 0.157, 
correspondingly. Assuming there are 2000 
several rounds, the proposed FF+SMA+CNN and 
HSA-PSO+FCSSA-DBN throughput estimates 
are 0.098 as well as 0.083, correspondingly. The 
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outcomes have been represented in the Figures 
10,11 and 12. 

 

 

Figure 10 Analysis of Throughput with 50 nodes 

Analysis for 100 Nodes: The comparative 
analysis based on throughput between propounded 
FF+SMA-CNN for fifty neurons and the current 
HSA-PSO+FCSSA-DBN is demonstrated with 
respect to of exactness, power, and production. 
The first accuracy values of the recommended 
FF+SMA-CNN as well as HSA-PSO+FCSSA-
DBN were 83.252% and 68.505% as their higher 
reach, correspondingly. Following the procedure, 
the accuracy metrics evaluated by the already- 
existing HSC-PSO+FCSSA-DBN as well as the 
recommended Fruitfly+SMA-CNN are 43.892% 
and 31.209% as their lower peak identification, 
correspondingly. Assuming there exists one round, 
the potential energy values determined by the 
previously mentioned HSA-PSO+FCSSA-DBN 
and the proposed Fruitfly+SMA-CNN are 0.590 as 
well as 0.528, correspondingly. The energy values 
acquired for 2000 iterations by the proposed 
fruitfly+SMA-CNN as well as the already- 
occurring HSA-PSO+FCSSA-DBN are 0.053 as 
well as 0.066, correspondingly. 

 

 

Figure 11:  Analysis of Throughput with 100 nodes 

 

Throughput for 200 Nodes: The accuracy 
estimates for the proposed FF+SMA+CNN and the 
current HSA-PSO+FCSSA-DBN models are 
81.57% and 65.001% as their peak value, 
respectively. In a single session, the electrical 
energy values calculated by the FF+SMA+CNN 
and the HSA-PSO+FCSSA-DBN are 44.7% and 
0.2647 as their lower entry, respectively. For 3000 
rotations, the power estimates generated by the 
FF+SMA+CNN and the HSA-PSO+FCSSA-
DBN are 0.18 and 0.147, respectively. When 
considering 3000 rounds, the throughput estimates 
for the FF+SMA+CNN and the HSA-
PSO+FCSSA-DBN are 0.068 and 0.073, 
respectively. 

 

Figure 12: Analysis of Throughput with 200 nodes 
 
 
6. DISCUSSIONS 
 
    The investigation indicates that Fruitfly+SMA- 
CNN is the performance of the suggested system. 
In this instance, the tactics used are classification, 
clustering head, along with optimization. The 
health record of the individual is used to complete 
the process. After being given to the clustering 
head, the individual’s record is transmitted as 
data. These data are then moved for optimization 
using the FF technique. Following optimization, 
it is sent to the CNN categorization process. The 
individual’s details are finally assessed. There use 
fifty separate nodes for the examination of current 
and future technologies. The Table 1 shows that 
for the Cleveland as well as Energy datasets, the 
current system, HSA-PSO+FCSSA-DBN, is 
capable of achieving a computational power of 
0.937, the result being 84.252% and 78.353% as 
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Accuracy for 50 nodes, Energy of 67.505% and 
79.252% percentage terms for 50 nodes, 

throughput of 69.604%, as well as throughput of 
87.57% for 50 nodes.  

Table 1: Comparative Results among the Cleveland and Switzerland Dataset. 
Dataset Performance Nodes HAS-

PSO+FCSSA-DBN 
Proposed 

FF+SMA+CNN 

Cleveland and 
Switzerland 

Accuracy 
50 

78.353 84.252 
Energy 67.505 79.252 

Throughput 69.604 87.57 
Accuracy 

100 
69.604 76.57 

Energy 73.53 80.624 
Throughput 68.505 83.252 
Accuracy  68.604 84.57  
Energy 200 69 90.204 

Throughput  65.001 81.57 
   
    The optimum performance for the suggested 
combination of Fruitfly+SMA-CNN and HSA- 
PSO+FCSSA-DBN is a computational power of 
0.977, the result being 69.604% and 76.57% as 
Accuracy for 100 nodes, Energy of 73.53% and 
80.624% percentage terms for 100 nodes, 
throughput of 68.505%, as well as throughput of 
83.252% for 100 nodes. Moreover, for 200 nodes, 
result being 84.57% and 68.604% as Accuracy for 

200 nodes, Energy of 90.203% and 80.69% 
percentage terms for 200 nodes, throughput of 
81.57%, as well as throughput of 65.001% for 200 
nodes. The HSA- PSO+FCSSA-DBN optimization 
strategy is not as good as the Fruitfly optimization 
technique. While the new SMA-CNN categorization 
approach is speedy, the traditional FCSSA-DBN 
system of categorization may be slow. Lastly, an 
assessment is made between the suggested 
Fruitfly+SMA-CNN and the current HSA- 
PSO+FCSSA-DBN. This analysis shows that the 
Fruitfly+SMA technique is the most effective. It’s 
important to note that the suggested Fruitfly+SMA 
technique performs better than previous techniques 
as a result. Table 1 presents the efficiency 
comparison between the Cleveland along with 
Switzerland databases. In addition, the most 
important and noticeable context is the propounded 
mechanism named FF+SMA+CNN has been 
comparatively outstanding but it has been generated 
less performance due to the availability of translation 
invariance. On the other hand, the amount of wave-
flare corresponding to the translation invariance 
availability enhances the performance well. In a 
word, when the amount of wave-flare bids the 
translation invariance then the curve of performance 
goes high and when the amount of wave-flare fails 
against translation invariance, the curve goes 
downwards. 

 
7. CONCLUSIONS 
 
    This research provides CNN-based classifiers 
using the FF Algorithm, including SMA, for 
investigating health-related issues and improving 
event precision during classification for 
homogenous multi-sensor systems. In the beginning, 
data extracted from medical records is fed into the 
WBSN nodes to provide a set of characteristics for 
the assessment. WBSN networks provide data, based 
on the parameters they have acquired, to the 
component that discharges. To identify the optimal 
clustered head, a network of sensors that were 
wireless was linked with the Fruit Fly Computation. 
Network coverage was optimized with the 
application of a new algorithm. The Fruit Fly 
Procedure’s results is then routed to the draining 
node, whereupon a large set of benchmarks is utilized 
to test the performance of the SMA-CNN in 
classifying medical records used for risk assessment.  

    Future work can focus on enhancing the SMA-
CNN classifier's scalability to support more 
complex, heterogeneous sensor systems and real-
time adaptability. Additionally, the integration of 
advanced optimization algorithms, like swarm 
intelligence hybrids, can further improve cluster 
head selection and energy efficiency. Exploring the 
system's deployment in different clinical 
environments and real-world patient monitoring 
scenarios would enhance its robustness. Lastly, 
incorporating security measures for data 
transmission within WBSNs to safeguard patient 
privacy should be prioritized. 
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