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ABSTRACT

The advancement of Industry 4.0 has ushered in a new era of smart industrial operations, driven by the integration of cutting-edge technologies. In this context, we present a pioneering solution that addresses the pivotal aspects of real-time dynamic load balancing and precision power factor correction in three-phase power systems. By harnessing the capabilities of Industry 4.0, our approach optimizes energy consumption while enhancing power quality. Our proposed system synergizes dynamic load balancing with efficient power factor correction in real-time, ensuring optimal distribution of loads and accurate compensation of power factors. This dynamic adaptation minimizes energy wastage and augments power utilization efficiency. The real-time nature of our solution empowers immediate adjustments, facilitating seamless response to varying load conditions. The key advantages of our approach encompass not only energy savings and enhanced power factor but also the integration of Industry 4.0 principles for predictive maintenance and data-driven decision-making. Consequently, industrial processes attain heightened responsiveness, cost-effectiveness, and environmental sustainability. In summary, this paper introduces an innovative contribution aligned with the Industry 4.0 paradigm. By providing real-time solutions for dynamic load balancing and power factor correction, our work enhances both energy efficiency and power quality, ultimately driving smarter and more resource-efficient industrial practices.
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1. INTRODUCTION

The advent of Industry 4.0 has catalyzed a transformative shift in industrial operations, propelled by the fusion of advanced technologies and data-centric paradigms [1], [2]. This evolution heralds the era of smart factories, where real-time optimization, connectivity, and automation converge to redefine manufacturing processes [3]–[6]. Amidst this transformation, the imperative of energy efficiency and power quality optimization emerges as pivotal to sustainable and cost-effective industrial practices.

Within the framework of Industry 4.0, the challenge of real-time energy efficiency and power quality optimization assumes heightened importance. The dynamic and heterogeneous nature of modern industrial operations results in varying energy consumption patterns and power factor discrepancies across loads [7]–[9]. This dynamic disparity in energy consumption and power factor demand necessitates a solution capable of dynamically redistributing loads and performing power factor correction in real-time.

The motivation driving this research is twofold—economic and environmental. Inefficient energy utilization not only incurs substantial operational costs but also contributes to a larger ecological footprint. Moreover, compromised power quality can disrupt manufacturing processes and undermine operational efficiency [10], [11]. Existing solutions often lack the agility required to adapt to rapidly changing energy demands and power factor fluctuations. There is still a lot of room for improvement when it comes to applying Industry 4.0 concepts to energy management systems.

This research aims to design, develop, and validate a comprehensive solution that seamlessly integrates real-time load balancing and power factor
correction in Industry 4.0 contexts. The study seeks to demonstrate that by dynamically redistributing loads and performing real-time power factor correction, substantial energy savings can be achieved while maintaining optimal power quality. The research makes a significant contribution by offering an integrated framework that leverages Industry 4.0 technologies, prioritizes real-time adaptability, and aligns with the imperatives of sustainable manufacturing.

The scope of this research encompasses the design and implementation of a Power Monitoring and Control Unit (PMCU) system capable of achieving real-time load balancing and power factor correction. The methodology involves the integration of Industrial Internet of Things (IIoT) devices, enabling continuous monitoring of power parameters and facilitating immediate decision-making. The PMCU interfaces with a Main Control Unit (MCU) and a Main Power Monitoring Unit (MPMU), ensuring synchronized communication and coordinated action. This paper delves into the technical architecture, algorithmic intricacies, and practical deployment of the proposed system.

In the following sections, this paper delves into the historical evolution of unbalanced systems, offers a comprehensive analysis of existing literature, presents an innovative methodology for addressing these systems, shares research outcomes with insightful discussions, and concludes by summarizing key findings and contributions.

2. BACKGROUND

2.1 Industry 4.0 and the Industrial Internet of Things (IIoT)

In 2011, a consortium of German economic experts introduced the term "Industry 4.0" to characterize the fourth industrial revolution. This transformative revolution is propelled by a convergence of cutting-edge technologies, including the Internet of Things (IoT) [12], advanced data analytics, Artificial Intelligence (AI) [13], and additive manufacturing (3D printing). These technologies collaboratively propel the evolution of traditional factories into intelligent entities, where machines communicate seamlessly with both each other and humans, while also autonomously making informed decisions [2].

At the heart of Industry 4.0 lies the concept of the Industrial Internet of Things (IIoT), which applies IoT principles to the realm of manufacturing and other industrial domains. The IIoT facilitates real-time communication and decision-making by interconnecting machines, individuals, data, and processes [14]. This interconnectedness is accomplished through the deployment of internet-connected sensors and actuators capable of seamless communication [15]. Already, the Industrial Internet of Things (IIoT) is revolutionizing manufacturing through real-time process monitoring and optimization. In the future, it is poised to enable personalized mass production and usher in novel business models [5].

The implementation of Industry 4.0 technologies is anticipated to infuse the manufacturing sector with heightened flexibility, agility, and responsiveness. Furthermore, these technologies are poised to increase efficiency and productivity while concurrently driving down operational costs. Three-Phase System.

2.2 Three-Phase System

Within a three-phase system, electrical currents traverse three distinct wires, accompanied by a neutral wire tasked with conducting fault currents to the ground. This configuration designates three wires for the purposes of power generation, transmission, and distribution. When transitioning to single-phase operation, one of the three phases along with the neutral wire can be isolated. Notably, the cumulative current from the trio of phases results in an equilibrium of zero, with their respective phases spanning a separation of 120° (as visually depicted in Figure 1) [16].

![Figure 1: Waveform of a Three-Phase System.](image-url)
the phase shift angles. To further elucidate, Table 1 provides a comprehensive breakdown of peak current values and phase shift angles for each phase across various system states. Importantly, Figures 2, 3 and 4 visually enhances understanding by illustrating the load’s performance under different scenarios. This figures encapsulates schematic diagrams showcasing a balanced load, magnitude unbalanced load, and phase angle unbalanced load, alongside waveform plots that vividly depict the current characteristics for each load condition. These visual aids collectively offer profound insights into the load’s behavior and performance across a spectrum of system states.

\[ I_{(1,2,3)} = I_{(1,2,3)\text{peak}} \times \sin(\theta + \alpha_{(1,2,3)}) \]  

Table 1. Peak Current Values and Phase Shift Angles for Different System States.

<table>
<thead>
<tr>
<th>System State</th>
<th>(I_{1\text{peak}})</th>
<th>(I_{2\text{peak}})</th>
<th>(I_{3\text{peak}})</th>
<th>(\alpha_1)</th>
<th>(\alpha_2)</th>
<th>(\alpha_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced</td>
<td>(I_{1\text{peak}})</td>
<td>(I_{2\text{peak}})</td>
<td>(I_{3\text{peak}})</td>
<td>0</td>
<td>2\pi/3</td>
<td>-2\pi/3</td>
</tr>
<tr>
<td>Magnitude Unbalance</td>
<td>(I_{1\text{peak}})</td>
<td>(I_{2\text{peak}})</td>
<td>(I_{3\text{peak}})</td>
<td>0</td>
<td>2\pi/3</td>
<td>-2\pi/3</td>
</tr>
<tr>
<td>Phase Angle Unbalance</td>
<td>(I_{1\text{peak}})</td>
<td>(I_{2\text{peak}})</td>
<td>(I_{3\text{peak}})</td>
<td>(\alpha_1)</td>
<td>(\alpha_2)</td>
<td>(\alpha_3)</td>
</tr>
</tbody>
</table>

Figure 2: Load Behavior and Current Characteristics in Balanced System.

Figure 3: Load Behavior and Current Characteristics in Magnitude Unbalanced System.

Figure 4: Load Behavior and Current Characteristics in Phase Angle Unbalanced System.

3. RELATED WORKS

In the domain of three-phase power systems, the interplay between dynamic load balancing and efficient power factor correction has garnered considerable attention. This section presents an overview of existing research in these domains and highlights their synergistic potential when combined.

3.1 Dynamic Load Balancing in Three-Phase Systems

Leger et al. [20] proposed an innovative load management system tailored for tactical microgrids. By redistributing loads among phases, their architecture achieved load shedding and balancing, ensuring uninterrupted operation even during load transitions. Laboratory tests of their 208/120 V 14.4 kVA prototype demonstrated rapid
load transition capabilities, offering potential benefits to microgrid performance and control.

Haq et al. [21] introduced an automated balancing system for household loads. Utilizing a microcontroller and relay-based hardware, their system intelligently redirected loads to the least loaded phase, effectively reducing imbalances within three-phase lines. The integration of voltage control and stability ensured reliable operation even in fluctuating load scenarios.

Sutaya et al. [22] conducted studies on single-phase load balancing within three-phase sources. Their work addressed load balancing in consumers' power installations, demonstrating the effectiveness of their approach in achieving improved load distribution among single-phase loads on three-phase systems.

These studies have predominantly focused on single-phase load balancing, with our work extending the scope to tackle load balancing in three-phase systems. The distinction between single-phase and three-phase systems lies in their complexity, with three-phase systems demanding more advanced techniques for achieving balance.

3.2 Efficient Power Factor Correction Strategies

Coman et al. [23] presented a comprehensive analysis of the power factor's significance in network operations. They introduced equipment that enhanced the consumer power factor by integrating capacitors into power lines. Their novel power factor correction circuit, featuring remote configurability and telemetry, demonstrated reduced energy losses and improved operational efficiency through experimentation.

Rija et al. [24] developed an Arduino-based automated single-phase power factor correction system. Their system not only corrected power factor for various loads but also measured critical electrical parameters accurately. By connecting capacitors or inductors in parallel to the load, their system significantly improved power factor, ensuring efficient energy utilization.

Alam et al. [25] proposed a cost-effective method for power factor correction in single-phase domestic loads. Their continuous monitoring and correction system, implemented using Arduino, showcased the potential for substantial improvements in power factor and reduced current consumption.

Unlike previous research, which often focused on static power systems and single-phase loads, our approach introduces a real-time intelligent power factor correction system for dynamic and non-balanced three-phase loads. This novel approach uses multi-step capacitors and inductors to dynamically correct power factor, considering the ever-changing nature of real-world power systems.

While individual studies have made notable contributions to dynamic load balancing and efficient power factor correction, there is a growing realization that a combined approach can offer a more holistic solution. The seamless interaction between load balancing and power factor correction promotes a harmonious power distribution environment. Such a configuration optimizes load distribution while simultaneously addressing reactive power imbalances. This integrated approach not only enhances energy utilization and power quality but also reduces system losses and supports sustainable energy practices.

In the rapidly evolving landscape of Industry 4.0, the challenge of maintaining high power quality and efficiency is increasingly prominent. With the advent of more dynamic and diverse power demands, traditional power management strategies often fall short, leading to significant energy wastage and operational inefficiencies. These challenges are further compounded by the need for real-time adaptability in power systems, which is critical for optimizing operational performance and sustainability in industrial settings. Addressing this gap, our paper presents a comprehensive implementation of dynamic load balancing and power factor correction techniques. This implementation aims to demonstrate not only the feasibility but also the significant benefits of these techniques in real-time scenarios. By integrating these advanced solutions into Industry 4.0 infrastructures, we seek to showcase a marked improvement in power quality and efficiency, setting a new benchmark for energy management in industrial applications. The objective is to provide a replicable and scalable model that can be adopted in various industrial contexts, ultimately contributing to more sustainable and efficient industrial practices.

4. PROPOSED METHODOLOGY

In our methodology, we adopt a Power Monitoring and Control Unit (PMCU) before each load in order to achieve our objectives. These PMCU units are connected to both the Main Control Unit (MCU) and the Main Power Monitoring Unit (MPMU), as shown in Figure 5. The primary goal of this architectural approach is to enable dynamic modifications to load wiring, which helps us attain an optimal load-balancing configuration. Additionally, our system has the capability to add or
remove capacitors or inductors before each load, thereby ensuring a power factor of 1.0 and further optimizing the load-balancing configuration. By incorporating advanced Industry 4.0 technologies, we enhance efficiency in terms of cost and time. A critical aspect of this architecture is the seamless communication between devices, which facilitates timely decision-making. To enable such capabilities, we have integrated IIoT-based devices into our system.

Figure 5: Schematic of the Proposed Automatic Three-Phase Load Balancing System.

Each PMCU is an Industrial Internet of Things (IIoT) device that combines various components (as depicted in Figure 6). It comprises a power monitoring unit capable of measuring voltage, current, power factor, active power, reactive power, and apparent power. Additionally, it incorporates a switching system that enables the reconfiguration of wiring across the three phases, facilitating the desired three-phase configuration. The PMCU also includes a power factor correction system, allowing for the adjustment of capacitors or inductances.

To oversee and regulate these functionalities, the PMCU incorporates a control unit that gathers data from both the monitoring unit and the main control unit. Utilizing the collected data, this control unit governs the switching system, implementing new wiring configurations when necessary. Furthermore, it possesses the ability to add or remove capacitors or inductors to attain the desired capacitance and inductance values.

The PMCU establishes communication with the main control unit, enabling coordination and information exchange between the devices. This communication ensures seamless integration within the system, facilitating effective control and monitoring of power-related parameters.

Overall, the PMCU functions as a comprehensive IIoT device that integrates power monitoring, switching, power factor correction, and control functionalities.

Figure 6: Schematic Diagram of Power Monitoring and Control Unit (PMCU) Components.

The system is structured to incorporate two main functionalities: the commutation system and the power factor correction system.

In the commutation system, each PMCU collects data from its Power Monitoring Unit (PMU). This data is sent to the main control unit periodically or when the PMCU is started. Since each load has its own PMCU, it operates independently from others. When a PMCU wants to connect a load to the power grid, it sends a request to the Main Control Unit (MCU). If the MCU has the history of that PMCU and the current data from the Main Power Monitoring Unit (MPMU) and other PMCU, it sends the appropriate configuration. If there is no history available, the MCU sends out a random configuration until enough information is gathered to deliver the proper one. To find the best setting, the MCU occasionally broadcasts updated configurations to other PMCU. The commutation system is used by the PMCU control unit to switch the phases. When it receives a configuration from the MCU, the switching may take some time if the load is still consuming energy. However, if the load can handle the interruption to its normal operation, the switching occurs immediately.

Similarly, in the power factor correction system, each PMCU periodically collects data from its own PMU. With each load having its own PMCU, they function independently, allowing for individual adjustment of capacitor and inductor configurations. When a PMCU intends to connect a load to the power grid or senses a change in power factor, it applies a configuration based on real-time data obtained from the PMU. As configuration changes do not affect load cycles, the new configuration is implemented and data is transmitted in real-time. This ensures that a new configuration is generated each time there is a change in power factor.

The power factor correction system is placed after the commutation system because it is dependent on the specific load requirements. In the upcoming power factor correction system section, we will delve into more detail about how the
correction is applied individually to each phase. Therefore, if the commutation system were to be positioned after the power factor correction system, any alterations made to the phase arrangement would require corresponding adjustments to the power factor correction configuration.

The commutation system requires the switching of four inputs, namely A, B, C, and D. To facilitate this, a 4-by-4 relay matrix (refer to Figure 7) is used. However, since the inputs represent a three-phase system, the neutral connection needs to be fixed only during the initiation of the PMCU (Power Management Control Unit). Only the three phases that require switching are involved, leading to the division of the commutation system into two blocks (refer to Figure 8). The first block encompasses the neutral detection and rerouting system, while the second block represents the newly optimized commutation system.

In our design, the process of detecting and rerouting the neutral involves utilizing data collected by the PMU (Power Management Unit) and employing a combination of relays to direct the neutral to the appropriate output. Fortunately, out of the four wires in the system, three of them serve as phases, which means their order is not critical. Our objective is to ensure that only the neutral is routed correctly. To accomplish this, we utilize six relays, as depicted in Figure 9, with the specific configuration outlined in Table 2.

<table>
<thead>
<tr>
<th>Neutral Input</th>
<th>Relay 1</th>
<th>Relay 2</th>
<th>Relay 3</th>
<th>Relay 4</th>
<th>Relay 5</th>
<th>Relay 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>On</td>
<td>On</td>
<td>On</td>
<td>X</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Off</td>
<td>On</td>
<td>On</td>
<td>X</td>
<td>Off</td>
<td>On</td>
</tr>
<tr>
<td>C</td>
<td>Off</td>
<td>Off</td>
<td>On</td>
<td>X</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>D</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
<td>On</td>
<td>X</td>
<td>Off</td>
</tr>
</tbody>
</table>

As shown in Figure 11, a 3-by-3 relay matrix can represent the new commutation system. Since it is not possible for two phases to be directed to the same output, the various configurations of the commutation are described in Table 3.
In order to determine the best configuration, we first need to establish a method for comparing two loads using a specific metric. For a three-phase load, it can be represented as a vector with three current components \( (I_1, I_2, I_3) \). To compare these loads, we can simply compare the magnitudes of their respective vectors as described in (2). This magnitude value can be further developed as (3).

Next, we need to convert a configuration into a single load. This can be done by summing the currents of all the loads for each phase separately, as outlined in (4).

The optimal configuration is the one that results in the minimum magnitude, as determined by (5). If we incorporate (3), (4), and (5), we can derive (6). This process needs to be repeated for each possible case. Table 3 indicates that there are six possible configurations for one load. Therefore, the total number of possible configurations is \( 6^n \), where \( n \) represents the number of loads.

\[
l_{m,x} = \sqrt{l_{1,x}^2 + l_{2,x}^2 + l_{3,x}^2} \quad (2)
\]

\[
l_{m,x} = \sqrt{\sum_{i=1}^{3} (l_{i,x})^2} \quad (3)
\]

\[
l_{i,x} = \sum_{i=0}^{n} l_{i,j} \quad (4)
\]

\[
OC = \min(l_{m,x}, l_{m,y}) \quad (5)
\]

\[
OC = \min\left(\sqrt{\sum_{i=1}^{3} (l_{i,x})^2}, \sqrt{\sum_{i=1}^{3} (l_{i,y})^2}\right) \quad (6)
\]

The power factor correction system described earlier can be visualized as a three-phase system (Figure 12). This system comprises three individual blocks, each representing a single-phase power factor correction system (Figure 13). Each of these single-phase systems consists of a capacitor bank and an inductor bank (Figure 14).

To achieve variable capacitance, we can utilize static capacitors connected in parallel, as their capacitance values add up when they are in parallel. These capacitors can be incorporated into the network using relays (Figure 15). This arrangement allows us to create a variable capacitor or variable capacitor bank, where the capacitance value of the bank, \( C_{\text{Bank}} \), is determined as described in (7).

\[
C_{\text{Bank}} = \sum_{i=0}^{R_i} R_i \cdot C_i \quad (7)
\]
To achieve variable inductance, we can utilize static inductors connected in series, as their inductance values add up when they are in series. Furthermore, we can add relays in parallel with each inductor. By short-circuiting the relays, we can effectively cancel out the inductance and create a variable inductor or variable inductor bank (Figure 16). The value of the bank inductance, $L_{\text{Bank}}$, is determined as described in (8). In this equation, $R_i$ represents the state of the relay (0 indicates the inductor is connected, while 1 means it is not connected or short-circuited), and $L_i$ represents the value of the specific inductor. Additionally, we require a relay, RL, to disconnect the entire inductor bank when we want to have null inductance and prevent the phase with neutral from being short-circuited.

$$L_{\text{Bank}} = RL \times \left( \sum_{i=0}^{n} (1 - R_i) \times L_i \right)$$  \hspace{1cm} (8)

The power factor is defined as the ratio of real power to apparent power (9). Real power refers to the power consumed by a load to perform useful work. In contrast, apparent power includes both real power and reactive power. Reactive power is required to maintain the magnetic or electric fields in the load but does not contribute to performing useful work.

Real power can be calculated by multiplying the voltage and current with the cosine of the phase angle between them (10). On the other hand, apparent power can be obtained either by taking the vector sum of real power and reactive power (11) or by multiplying the voltage and current directly (12).

From (10) and (12), it can be concluded that the power factor is the cosine of the phase angle between the current and voltage (13), which can vary from -1.0 to 1.0. A power factor of 1.0 indicates an ideal system with no reactive components, where the apparent power and real power are equivalent.

Our objective is to design a system that consistently maintains a power factor of 1.0, meaning that the reactive power is effectively eliminated. This ensures that the power used by the load is purely for performing useful work, and there is no power returned to the power source due to reactive elements in the circuit.

$$P\text{F} = \frac{\text{Real Power}}{\text{Apparent Power}} = \frac{P}{S}$$  \hspace{1cm} (9)

$$P = V \times I \times \cos(\phi)$$  \hspace{1cm} (10)

$$S = \sqrt{P^2 + Q^2}$$  \hspace{1cm} (11)

$$S = V \times I$$  \hspace{1cm} (12)

$$P\text{F} = \frac{V \times I \times \cos(\phi)}{V \times I} = \cos(\phi)$$  \hspace{1cm} (13)

We can utilize an MPU (Measurement Processing Unit) to measure the reactive power and then employ inductors or capacitors to counteract it and achieve a reactive power of zero. Reactive power can be either leading or lagging. When the load is capacitive, it can store energy in an electric field and release it back into the circuit, resulting in leading reactive power (14). In this case, the current leads the voltage, and the phase angle between them is negative. Conversely, when the load is inductive, it can store energy in a magnetic field and release it back into the circuit, resulting in lagging reactive power (15). Here, the current lags behind the voltage, and the phase angle between them is positive.

In simple terms, if the reactive power is negative, it indicates a capacitive load, and we need to add inductance to the system to correct it. On the other hand, if the reactive power is positive, it implies an inductive load, and we need to add capacitors.
Once we have measured the reactive power, we need to determine the necessary capacitance or inductance to rectify it. To achieve a total reactive power of zero, we must apply reactive power that has the opposite sign of the load’s power factor (16). This can also be expressed as a function of real power and the power factor (17). Utilizing (14) and (17), we can calculate the required capacitance as described in (18). Similarly, using (15) and (17), we can determine the necessary inductance as shown in (19).

\[ Q_{\text{capacitor}} = -C_0 V^2 \]  \hspace{1cm} (14)

\[ Q_{\text{inductor}} = \frac{V^2}{L_0} \]  \hspace{1cm} (15)

\[ Q_{\text{applied}} = -Q_{\text{load}} \]  \hspace{1cm} (16)

\[ Q_{\text{applied}} = -P_{\text{load}} \tan \left( \cos^{-1} \left( PF_{\text{load}} \right) \right) \]  \hspace{1cm} (17)

\[ C = \frac{P_{\text{load}} \tan \left( \cos^{-1} \left( PF_{\text{load}} \right) \right)}{\omega \cdot V^2} \]  \hspace{1cm} (18)

\[ L = -\frac{V^2}{\omega \cdot P_{\text{load}} \tan \left( \cos^{-1} \left( PF_{\text{load}} \right) \right)} \]  \hspace{1cm} (19)

To determine the minimum and maximum required capacitance and inductance, we generated Table 4 for capacitance using (18) and Table 5 for inductance using (19). These tables were created considering a range of real power from 100W to 1MW, a power factor range of 0.01 to 0.99 for the capacitor case, and a power factor range of -0.99 to -0.01 for the inductor case. The results obtained from the tables indicate that the minimum required capacitance is approximately 1µF, and the maximum required capacitance is around 6.6F. Similarly, the minimum required inductance is around 1.5µH, while the maximum required inductance is approximately 10.8H.

<table>
<thead>
<tr>
<th>P(W)/PF</th>
<th>0.01</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>657.63</td>
<td>65.44</td>
<td>11.39</td>
<td>3.19</td>
<td>0.94</td>
</tr>
<tr>
<td>1000</td>
<td>6575.32</td>
<td>6543.78</td>
<td>1139.11</td>
<td>318.52</td>
<td>93.71</td>
</tr>
<tr>
<td>10000</td>
<td>6576.32</td>
<td>6543.68</td>
<td>1139.09</td>
<td>318.52</td>
<td>93.71</td>
</tr>
<tr>
<td>100000</td>
<td>6576.32</td>
<td>6543.68</td>
<td>1139.09</td>
<td>318.52</td>
<td>93.71</td>
</tr>
<tr>
<td>1000000</td>
<td>6576.32</td>
<td>6543.68</td>
<td>1139.09</td>
<td>318.52</td>
<td>93.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P(W)/PF</th>
<th>-0.99</th>
<th>-0.9</th>
<th>-0.5</th>
<th>-0.1</th>
<th>-0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1081195</td>
<td>3180981</td>
<td>889477.28</td>
<td>154838.12</td>
<td>15406.97</td>
</tr>
<tr>
<td>1000</td>
<td>1081195</td>
<td>3180981</td>
<td>889477.28</td>
<td>154838.12</td>
<td>15406.97</td>
</tr>
<tr>
<td>10000</td>
<td>1081195</td>
<td>3180981</td>
<td>889477.28</td>
<td>154838.12</td>
<td>15406.97</td>
</tr>
<tr>
<td>100000</td>
<td>1081195</td>
<td>3180981</td>
<td>889477.28</td>
<td>154838.12</td>
<td>15406.97</td>
</tr>
<tr>
<td>1000000</td>
<td>1081195</td>
<td>3180981</td>
<td>889477.28</td>
<td>154838.12</td>
<td>15406.97</td>
</tr>
</tbody>
</table>

The tables were generated to demonstrate how capacitance and inductance vary in relation to changes in real power and power factor. If our goal was solely to calculate the minimum and maximum values, we could have directly used (20), (21), (22), and (23).

\[ C_{\text{min}} = \frac{P_{\text{load}} \tan \left( \cos^{-1} \left( PF_{\text{load max}} \right) \right)}{\omega \cdot V^2} \]  \hspace{1cm} (20)

\[ C_{\text{max}} = \frac{P_{\text{load}} \max \tan \left( \cos^{-1} \left( PF_{\text{load min}} \right) \right)}{\omega \cdot V^2} \]  \hspace{1cm} (21)

\[ L_{\text{min}} = -\frac{V^2}{\omega \cdot P_{\text{load}} \max \tan \left( \cos^{-1} \left( PF_{\text{load max}} \right) \right)} \]  \hspace{1cm} (22)

\[ L_{\text{max}} = -\frac{V^2}{\omega \cdot P_{\text{load}} \max \tan \left( \cos^{-1} \left( PF_{\text{load min}} \right) \right)} \]  \hspace{1cm} (23)

In order to achieve the desired capacitance or inductance values within their respective ranges, it is necessary to consider the minimum value of the component as the base. However, this theoretical approach is not feasible in practical situations. For example, if we wanted to achieve a capacitance of 6.6F using a base value of 1µF, we would need to connect 6.6 million capacitors in parallel. Similarly, if we aimed to achieve an inductance of 10.8H using a base value of 1.5µH, we would require a series connection of 7.2 million inductors. To optimize the design, capacitor banks, and inductor banks employ relays that have binary states, either 0 or 1. We can treat each relay as a binary bit, and instead of duplicating a single component value, we can multiply the minimum value by 2 raised to the power of n. This approach is illustrated in (24) and (25), where \( C_i \) and \( L_i \) represent the desired capacitance and inductance, respectively, and “i” denotes the bit index.

\[ C_i = C_{\text{min}} \cdot 2^i \]  \hspace{1cm} (24)
\[ L_i = L_{\text{min}} \times 2^i \]  \hspace{1cm} (25)

We can determine the number of capacitors, \( N_C \), needed when (24) reaches its maximum capacity, as illustrated in (26). Similarly, we can calculate the number of inductors, \( N_L \), required when (25) reaches the maximum inductance, as shown in (27). These equations can be further developed into (28) and (29) respectively. By applying a logarithmic transformation, we obtain (30) and (31) respectively. Utilizing (20), (21), and (30), we can derive (32). Similarly, by employing (22), (23), and (31), we can derive (33). As \( N_C \) and \( N_L \) represent real components, we may need to round up their results if necessary.

\[ C_{N_C} = C_{\text{max}} \]  \hspace{1cm} (26)
\[ L_{N_L} = L_{\text{max}} \]  \hspace{1cm} (27)
\[ C_{\text{min}} \times 2^{N_C} = C_{\text{max}} \]  \hspace{1cm} (28)
\[ L_{\text{min}} \times 2^{N_L} = L_{\text{max}} \]  \hspace{1cm} (29)
\[ N_C = \log_2 \left( \frac{C_{\text{max}}}{C_{\text{min}}} \right) \]  \hspace{1cm} (30)
\[ N_L = \log_2 \left( \frac{L_{\text{max}}}{L_{\text{min}}} \right) \]  \hspace{1cm} (31)
\[ N_C = \log_2 \left( \frac{P_{\text{load,max}} \tan^{-1}(PF_{\text{load,max}})}{P_{\text{load,min}} \tan^{-1}(PF_{\text{load,min}})} \right) \]  \hspace{1cm} (32)
\[ N_L = \log_2 \left( \frac{P_{\text{load,max}} \tan^{-1}(PF_{\text{load,max}})}{P_{\text{load,min}} \tan^{-1}(PF_{\text{load,min}})} \right) \]  \hspace{1cm} (33)

In our case, the number of capacitors \( (N_C) \) and inductors \( (N_L) \) is both equal to 23 components. The capacitance range extends from 0 to \( C_{\text{min}} \times (2^{23} - 1) = 7.86F \) with a step size of \( C_{\text{min}} \). Similarly, the inductance range spans from 0 to \( L_{\text{min}} \times (2^{23} - 1) = 12.92H \) with a step size of \( L_{\text{min}} \).

To determine the appropriate capacitors or inductors needed to achieve a desired capacitance value for the capacitor bank \( (C_{\text{Bank}}) \) or an inductance value for the inductor bank \( (L_{\text{Bank}}) \), we can utilize (7), (18), and (24) to derive (34) for the capacitors. Similarly, (8), (19), and (25) can be used to obtain (35) for the inductors (assuming RL is set to 1 for the desired inductance value). These equations can be further simplified into (36) and (37), which involve a straightforward conversion from decimal to binary as shown in (38). The outputs of (36) and (37) are real numbers, so rounding is necessary before applying the decimal-to-binary conversion. In the capacitor equation, the binary state \( b_i \) corresponds to the relay state \( R_i \), while in the inductor equation, the binary state \( b_i \) is the complement of the relay state \( R_i \).

\[ \sum_{i=0}^{N_C} R_i \times C_{\text{min}} \times 2^i = \frac{P_{\text{load,max}} \tan^{-1}(PF_{\text{load}})}{\omega \times V^2} \]  \hspace{1cm} (34)
\[ \sum_{i=0}^{N_L} (1 - R_i) \times L_{\text{min}} \times 2^i = -\frac{V^2}{\omega \times P_{\text{load,min}} \tan^{-1}(PF_{\text{load}})} \]  \hspace{1cm} (35)
\[ \sum_{i=0}^{N_C} R_i \times 2^i = \frac{P_{\text{load,max}} \tan^{-1}(PF_{\text{load}})}{C_{\text{min}} \times \omega \times V^2} \]  \hspace{1cm} (36)
\[ \sum_{i=0}^{N_L} (1 - R_i) \times 2^i = -\frac{V^2}{L_{\text{min}} \times \omega \times P_{\text{load,min}} \tan^{-1}(PF_{\text{load}})} \]  \hspace{1cm} (37)
\[ b_0 \times 2^0 + b_1 \times 2^1 + \cdots + b_n \times 2^n = \text{Decimal}(38) \]

5. RESULTS AND DISCUSSION

An evaluation was conducted at a plant, where ten machines were randomly selected for assessment. Each machine consisted of various components such as induction heating systems, motors, vibrators, heating resistors, casting machines, molding machines, and more. The data were collected multiple times at random intervals. The collected data for the first sample of one of the ten machines, referred to as devices, is presented in Table 6. The table includes a range of electrical parameters related to the load. These parameters include voltages V1, V2, and V3 between each phase and neutral, currents I1, I2, and I3 for each phase, power factors PF1, PF2, PF3, and PFt (total power factor of the load), frequency F, real powers P1, P2, P3, and Pt (total real power of the load), reactive powers Q1, Q2, Q3, and Qt (total reactive power of the load), and apparent powers S1, S2, S3, and St (total apparent power of the load). These parameters specifically pertain to the load itself. The evaluation comprised three tests: the first test focused solely on the commutation system, the second test examined the power factor correction system alone, and the third test evaluated the combined solution of both systems.
developed into (44). Furthermore, (43) can be further percentage. This metric can be calculated using the comparing the original, optimal, and worst configuration. The worst configuration refers to compare all three cases: the original, optimal, and worst configuration. However, it is also valuable to explore the worst configuration in order to establish a metric for determining the worst configuration in order to compare all three cases: the original, optimal, and worst configuration. The worst configuration refers to the one that yields the maximum magnitude, as specified by (39). By incorporating (3), (4), and (39), we can derive (40). To establish a metric for comparing the original, optimal, and worst configurations, we can utilize the Unbalance percentage. This metric can be calculated using the Root Mean Square (RMS) of the deviations, also known as the RMS unbalance factor (41), and the average current (42). (43) provides the Unbalance percentage. Furthermore, (43) can be further developed into (44).

\[
WC = \max(I_{m,x}, I_{m,y}) \quad (39)
\]

\[
WC = \max\left(\sum_{i=1}^{3} (\sum_{j=0}^{n} I_{i,j})^2, \sum_{i=1}^{3} (\sum_{j=0}^{n} I_{i,y})^2\right) \quad (40)
\]

\[
I_{RMSD} = \frac{\sum_{i=1}^{3} (I_{lx} - I_{avg,x})^2}{3} \quad (41)
\]

\[
I_{avg,x} = \frac{\sum_{i=1}^{3} I_{lx}}{3} \quad (42)
\]

In the first test, which focuses on the commutation system, the objective is to determine the optimal configuration. However, it is also valuable to explore the worst configuration in order to compare all three cases: the original configuration, the optimal configuration, and the worst configuration. The worst configuration refers to the one that yields the maximum magnitude, as specified by (39). By incorporating (3), (4), and (39), we can derive (40). To establish a metric for comparing the original, optimal, and worst configurations, we can utilize the Unbalance percentage. This metric can be calculated using the Root Mean Square (RMS) of the deviations, also known as the RMS unbalance factor (41), and the average current (42). (43) provides the Unbalance percentage. Furthermore, (43) can be further developed into (44).
In Table 7, we initially examined data from a single sample. However, to provide a more comprehensive analysis, we randomly selected 30 samples from our pre-collected dataset. For each of these samples, we recorded unbalanced values across the original, optimal, and worst configurations. Subsequently, we calculated the average unbalance across these thirty samples and presented the findings in Figure 17.

Upon scrutinizing the data, it becomes evident that our approach demonstrates remarkable potential in achieving a nearly perfectly balanced system. Specifically, the optimal configuration boasts an average unbalance of only 0.07 percent, with minimum and maximum values of 0.01 percent and 0.017 percent, respectively. These results signify a system that is exceptionally well-balanced.

Conversely, the original configuration exhibits an average unbalance of approximately 19.895 percent, with a range spanning from 2.744 percent to 72.016 percent. This starkly contrasts with the optimal configuration, highlighting the significant unbalance present in the original setup.

In the worst-case scenario, the average unbalance reaches approximately 61.196 percent, with minimum and maximum values of 37.723 percent and 78.876 percent. These results underscore the substantial level of unbalance inherent in the worst configuration.

In summary, our data and visual representation clearly demonstrate the effectiveness of our approach in achieving a high degree of balance within the system. The optimal configuration stands out for its minimal unbalance, offering a marked improvement over both the original and worst configurations.

<table>
<thead>
<tr>
<th>Device</th>
<th>Name</th>
<th>I1</th>
<th>I2</th>
<th>I3</th>
<th>Cfg</th>
<th>I1</th>
<th>I2</th>
<th>I3</th>
<th>Cfg</th>
<th>I1</th>
<th>I2</th>
<th>I3</th>
<th>Cfg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device 1</td>
<td>235.42</td>
<td>154.78</td>
<td>270.07</td>
<td>0</td>
<td>235.42</td>
<td>154.78</td>
<td>270.07</td>
<td>0</td>
<td>235.42</td>
<td>154.78</td>
<td>270.07</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Device 2</td>
<td>214.43</td>
<td>170.18</td>
<td>258.37</td>
<td>5</td>
<td>214.43</td>
<td>170.18</td>
<td>258.37</td>
<td>0</td>
<td>214.43</td>
<td>170.18</td>
<td>258.37</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Device 3</td>
<td>287.15</td>
<td>270.98</td>
<td>169.92</td>
<td>0</td>
<td>287.15</td>
<td>270.98</td>
<td>169.92</td>
<td>0</td>
<td>270.98</td>
<td>169.92</td>
<td>287.15</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Device 4</td>
<td>129.82</td>
<td>179.32</td>
<td>176.40</td>
<td>5</td>
<td>129.82</td>
<td>179.32</td>
<td>176.40</td>
<td>0</td>
<td>179.32</td>
<td>129.82</td>
<td>176.40</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Device 5</td>
<td>109.98</td>
<td>121.49</td>
<td>230.38</td>
<td>0</td>
<td>109.98</td>
<td>121.49</td>
<td>230.38</td>
<td>0</td>
<td>121.49</td>
<td>109.98</td>
<td>230.38</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Device 6</td>
<td>147.29</td>
<td>55.25</td>
<td>88.30</td>
<td>0</td>
<td>147.29</td>
<td>55.25</td>
<td>88.30</td>
<td>0</td>
<td>147.29</td>
<td>55.25</td>
<td>88.30</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Device 7</td>
<td>143.77</td>
<td>295.31</td>
<td>117.93</td>
<td>0</td>
<td>143.77</td>
<td>295.31</td>
<td>117.93</td>
<td>0</td>
<td>143.77</td>
<td>117.93</td>
<td>295.31</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Device 8</td>
<td>29.64</td>
<td>235.12</td>
<td>254.09</td>
<td>0</td>
<td>29.64</td>
<td>235.12</td>
<td>254.09</td>
<td>0</td>
<td>235.12</td>
<td>29.64</td>
<td>254.09</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Device 9</td>
<td>218.32</td>
<td>110.47</td>
<td>185.59</td>
<td>3</td>
<td>218.32</td>
<td>110.47</td>
<td>185.59</td>
<td>3</td>
<td>185.59</td>
<td>110.47</td>
<td>218.32</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Device 10</td>
<td>147.57</td>
<td>31.89</td>
<td>82.98</td>
<td>0</td>
<td>147.57</td>
<td>31.89</td>
<td>82.98</td>
<td>0</td>
<td>147.57</td>
<td>31.89</td>
<td>82.98</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>1663.39</td>
<td>1624.81</td>
<td>1834.01</td>
<td>1670.47</td>
<td>1707.38</td>
<td>1707.36</td>
<td>1754.47</td>
<td>1707.87</td>
<td>2287.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mod</td>
<td>2961.50</td>
<td>2957.31</td>
<td>3078.74</td>
<td>1707.41</td>
<td>1707.41</td>
<td>1707.41</td>
<td>1707.41</td>
<td>1707.41</td>
<td>1707.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>157.44</td>
<td>0.08</td>
<td>856.13</td>
<td>9.22</td>
<td>0.00</td>
<td>50.14</td>
<td>0.00</td>
<td>50.14</td>
<td>50.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the second test, which focuses on the power factor correction system, we conducted an initial analysis of the plant. During this analysis, we found that capacitive loads were not present, which is typically the case in the industry as capacitive loads are rarely encountered. Therefore, the results presented here are based on inductive loads. However, it's important to note that if capacitive loads were encountered, the same results would be obtained.

One of the key parameters we determined during the analysis was the minimum and maximum power per phase. We found that capacitive loads were not present, which is typically the case in the industry as capacitive loads are rarely encountered. Therefore, the results presented here are based on inductive loads. However, it's important to note that if capacitive loads were encountered, the same results would be obtained.

One of the key parameters we determined during the analysis was the minimum and maximum power per phase. We found that capacitive loads were not present, which is typically the case in the industry as capacitive loads are rarely encountered. Therefore, the results presented here are based on inductive loads. However, it's important to note that if capacitive loads were encountered, the same results would be obtained.
parameters. However, it is worth noting that the system can accommodate a capacitance of up to 8,191 μF if needed.

In a manner akin to our initial test, Table 8 presents the data collected from the first sample. This table provides the necessary capacitance values for each phase (C1, C2, and C3), aiming to improve the power factor. These values are derived from the data presented in Table 6. Furthermore, the table displays the status of the relay configuration (R1, R2, and R3) required to achieve the desired capacity, along with the resulting achieved capacity (NC1, NC2, and NC3). Additionally, the table includes the corresponding reactive powers (QC1, QC2, QC3, and QCt), collectively representing the total reactive power of the capacitors.

Following the implementation of the capacitor configuration, Table 9 presents the updated data. This dataset encompasses the newly acquired values of reactive power, denoted as NQ1, NQ2, NQ3, and NQt, resulting from the integration of capacitors with the load. Furthermore, the apparent
power values after the capacitor integration are indicated as N51, N52, N53, and N5t. The revised power factors are represented by NPF1, NPF2, NPF3, and NPFt. Additionally, the refreshed values of current consumption are specified as N11, N12, and N13.

In our quest for a suitable accuracy metric (PFCP1, PFCP2, PFCP3, and PFCPt), our initial approach revolved around the use of (45). This equation, designed to quantify accuracy as a percentage based on deviations from the desired power factor, initially showed promise but revealed limitations in comprehensively capturing the intricacies of our power factor correction process.

Given the unique nature of our system, which involves manipulating reactive power to impact the power factor, the need for a more appropriate assessment metric became evident. This prompted the introduction of an alternative metric (AC1, AC2, AC3, and ACt) denoted as (46), offering distinct advantages. (46) takes into account both the initial reactive power state and the absolute magnitude of reactive power change resulting from intentional adjustments. This formulation aligns closely with the physical components, including capacitors and inductors, involved in these transformations.

The strength of (46) lies in its ability to precisely quantify the efficacy of power factor adjustments while concurrently considering essential modifications in reactive power. This equation seamlessly harmonizes intricate dynamics, resulting in a more nuanced and insightful appraisal of system performance. By evaluating the proficiency of our system in managing the interaction between power factor adjustments and changes in reactive power, (46) provides a comprehensive measure of power factor correction accuracy that intimately reflects the real-world dynamics of our system. Additionally, to calculate the cumulative accuracy across devices for a specific time, we employed (47), derived from (46), with "n" representing the number of devices.

Going beyond accuracy, we can assess the effectiveness of our solution by examining power loss reduction and power consumption reduction metrics. The percentages of power loss reduction (PL1, PL2, and PL3) were determined using (48), which can be expanded into (49) and (50). The overall power loss reduction (PLt) was computed using (51), derived from (48). Additionally, to calculate the cumulative reduction in power loss across all devices over a specific time, we applied (53), derived from (52), with "n" representing the number of devices. Similarly, the percentages of power usage reduction (Pr1, Pr2, and Pr3) were calculated using (54). The overall power usage reduction (Pr) was determined using (55), with the total apparent power determined by (56). For the calculation of the cumulative reduction in power usage across all devices for a specific time, we utilized (55), with the total apparent power determined by (57), and "n" representing the number of devices. These calculations provide valuable insights into the improvements achieved in terms of power loss and usage through the implementation of power factor correction measures.

\[
\text{PFCP}_{1,2,3,t} = \left(1 - \frac{|\text{NPF}_t|}{1}\right) \times 100\% \quad (45)
\]

\[
\text{AC}_{1,2,3,t} = \frac{Q_{1,2,3,t}}{Q_t} \times 100\% \quad (46)
\]

\[
\text{tot}_{AC} = \frac{\sum_{t=0}^{n} Q_{t,t}}{\sum_{t=0}^{n} Q_t} \times 100\% \quad (47)
\]

\[
\text{Pt}_{1,2,3} = \frac{P_{\text{t,old,new}}}{P_{\text{t,old}}} \times 100\% \quad (48)
\]

\[
\text{Pl}_{1,2,3} = \frac{R_{\text{t,old,new}} - R_{\text{t,old,new}}}{R_{\text{t,old,new}}} \times 100\% \quad (49)
\]

\[
\text{P}_{1,2,3} = \frac{t_{\text{t,old,new}} - t_{\text{t,old,new}}}{t_{\text{t,old,new}}} \times 100\% \quad (50)
\]

\[
\text{P}_{\text{Lt}} = \frac{\sum_{i=0}^{n} P_{\text{t,old,new}} - \sum_{i=0}^{n} P_{\text{t,old,new}}}{\sum_{i=0}^{n} P_{\text{t,old,new}}} \times 100\% \quad (51)
\]

\[
\text{P}_{\text{Lt}} = \frac{\sum_{i=0}^{n} t_{\text{t,old,new}} - \sum_{i=0}^{n} t_{\text{t,old,new}}}{\sum_{i=0}^{n} t_{\text{t,old,new}}} \times 100\% \quad (52)
\]

\[
\text{tot}_{\text{Pr}} = \frac{\left(\sum_{t=0}^{n} t_{\text{t,old,new}} - \sum_{t=0}^{n} t_{\text{t,old,new}}\right)^2}{\sum_{t=0}^{n} (t_{\text{t,old,new}})^2} \times 100\% \quad (53)
\]

\[
\text{Pt}_{1,2,3} = \frac{S_{\text{t,old,new}}}{S_{\text{t,old,new}}} \times 100\% \quad (54)
\]

\[
\text{Pr} = \frac{S_{\text{t,old,new}} - S_{\text{t,old,new}}}{S_{\text{t,old,new}}} \times 100\% \quad (55)
\]

\[
\text{St}_{\text{old,new}} = \sqrt{P_{\text{t,old,new}}^2 + Q_{\text{t,old,new}}^2} \quad (56)
\]

\[
\text{St}_{\text{old,new}} = \left(\sum_{t=0}^{n} P_{\text{t,old,new}}\right)^2 + \left(\sum_{t=0}^{n} Q_{t_{\text{t,old,new}}}\right)^2 \quad (57)
\]

In addition to the data shown in Tables 6, 8, and 9, which encompass information gathered from the initial set of ten devices, our research extends to cover successive phases of data collection. This
ongoing process generates new datasets structured similarly to Tables 6, 8, and 9. As time advances, each new dataset offers deeper insights into the behavior of the devices under varying conditions.

Upon meticulous examination of the data in Tables 6, 8, and 9, alongside their counterparts from subsequent collection phases, several significant observations emerge regarding the inherent non-linearity of the loads. Each individual phase exhibits its own distinct current and power factor values \( (PF_1 \neq PF_2 \neq PF_3) \). Moreover, the non-linear characteristics of the loads display fluctuations over time \( (PF_{1,10} \neq PF_{1,11} \neq PF_{1,12} \ldots; PF_{2,10} \neq PF_{2,11} \neq PF_{2,12} \ldots; PF_{3,10} \neq PF_{3,11} \neq PF_{3,12} \ldots) \). This underscores the necessity of considering adaptable capacitance solutions tailored to the complexities of the system. Even when considering variable capacitance solutions, maintaining independent control over the capacitance of each phase remains crucial.

Given the substantial power consumption and the dynamic nature of load behavior, it is advisable to strategically distribute the capacitor banks across each individual load. This allocation strategy helps minimize the need for frequent relay switching due to load variations. Additionally, it is essential to note that deploying a substantial capacitor bank could lead to increased current demand and the generation of harmonics, phenomena particularly relevant in this context.

The implementation of power factor correction yields significant improvements in power factor within this system, with most values converging toward the desired optimal value of 1.0. This corrective measure not only reduces apparent power, resulting in tangible cost savings, but also diminishes current draw, subsequently reducing power loss. Furthermore, the resulting capacitance values after implementing these corrections closely align with the intended capacitance levels.

It is important to highlight that the degree of deviation from the power factor of 1.0 corresponds to the potential for reducing power consumption and mitigating power loss within the system. Consequently, lower power factor values indicate a greater potential for achieving these favorable outcomes.

To showcase the effectiveness of our approach, similar to the first test, we randomly selected 30 samples from the pre-collected data. Figure 18 illustrates the accuracy of our method across various time intervals for each device. \( ACt_{-1} \) through \( ACt_{-30} \) represent the overall accuracy of specific devices at specific time points. This figure clearly demonstrates our method's consistent achievement of accuracy exceeding 99.931% for any device within the given time frame.

Figure 18. Accuracy Trends Over Time for Individual Devices.

Now turning to Figure 19, we depict the cumulative accuracy across devices for specific time intervals. Remarkably, our method consistently achieves a total accuracy surpassing 99.992% at each time step.

Figure 19. Cumulative Accuracy Across Devices Over Time.

Figure 20 captures the power loss reduction achieved by our approach for individual devices across different time intervals. \( Plt_{-1} \) through \( Plt_{-30} \) indicate the total power loss reduction percentage for specific devices at specified times. It is evident that our method consistently accomplishes power loss reduction exceeding 36.88% for any device within the specified time period.

Figure 20. Power Loss Reduction Trends Across Devices Over Time.

In Figure 21, we illustrate the cumulative power loss reduction across devices for a specific
time. Impressively, our method maintains a significant overall reduction in power loss, surpassing 49.097% at every time step.

Figure 21. Cumulative Power Loss Reduction Across Devices Over Time.

In summary, the comprehensive data presented in the figures effectively validates our methodology’s accuracy, power loss reduction capabilities, and its notable impact on optimizing power usage.

Figure 22 delves into the trends of power usage reduction for different devices and time intervals. Prt_1 through Prt_20 represent the total power usage reduction percentages for specific devices during designated time periods. Here, we observe our method’s consistent achievement of power usage reduction surpassing 20.769% for any device at a given time.

Figure 22. Power Usage Reduction Trends for Different Devices and Time Intervals.

Similarly, Figure 23 presents the cumulative power usage reduction across devices for a specific time. The data reaffirms our method’s consistent achievement of a total reduction in power usage, exceeding 28.529% at every time step.

Figure 23. Cumulative Power Usage Reduction Across Devices Over Time.

In the third test, we combined both solutions and achieved similar results and advantages from both approaches. However, we also discovered an additional benefit related to the order in which the power factor correction system and the commutation system are applied. After conducting a thorough investigation, we found that if the commutation system applies a new configuration, the power factor correction system does not need to adjust its configuration. Conversely, when the power factor correction system applies a new configuration, the commutation system needs to make adjustments, aligning with our initial prediction.

Table 10 presents the new configuration after implementing the power factor correction system's configuration. It displays the updated settings and values resulting from the combined solution. Additionally, Table 11 focuses specifically on the configuration of the commutation system before and after applying the power factor correction system's configuration. These tables provide valuable insights into the interaction between the two systems and how their configurations influence each other. By understanding this relationship, we can optimize their performance and ensure efficient operation.

Furthermore, we observed a decrease in magnitude due to the reduction in current achieved by the power factor correction system after applying the new configuration. Table 12 showcases the original, optimal, and worst magnitudes before and after implementing the power factor correction system. It also includes the percentage reduction in magnitude for the thirty samples taken. We can observe a magnitude reduction of at least 28.013% in this test, reaching up to 32.421% in some cases. This decrease in magnitude results in reduced system unbalance and subsequently leads to lower power losses.
### Table 10. Updated Configuration After Power Factor Correction Integration.

<table>
<thead>
<tr>
<th>Name</th>
<th>Original</th>
<th></th>
<th>Optimal</th>
<th></th>
<th>Worst</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I1</td>
<td>I2</td>
<td>I3</td>
<td>Cfg</td>
<td>I1</td>
<td>I2</td>
</tr>
<tr>
<td>Device 1</td>
<td>176.02</td>
<td>105.02</td>
<td>209.87</td>
<td>0</td>
<td>176.02</td>
<td>105.02</td>
</tr>
<tr>
<td>Device 2</td>
<td>132.32</td>
<td>130.15</td>
<td>193.16</td>
<td>0</td>
<td>132.32</td>
<td>193.16</td>
</tr>
<tr>
<td>Device 4</td>
<td>81.33</td>
<td>133.68</td>
<td>127.67</td>
<td>0</td>
<td>127.67</td>
<td>81.33</td>
</tr>
<tr>
<td>Device 5</td>
<td>70.04</td>
<td>77.70</td>
<td>164.31</td>
<td>0</td>
<td>164.31</td>
<td>77.70</td>
</tr>
<tr>
<td>Device 6</td>
<td>108.82</td>
<td>41.24</td>
<td>55.99</td>
<td>0</td>
<td>41.24</td>
<td>55.99</td>
</tr>
<tr>
<td>Device 7</td>
<td>108.04</td>
<td>186.72</td>
<td>73.19</td>
<td>0</td>
<td>186.72</td>
<td>73.19</td>
</tr>
<tr>
<td>Device 8</td>
<td>23.68</td>
<td>167.21</td>
<td>193.29</td>
<td>0</td>
<td>167.21</td>
<td>193.29</td>
</tr>
<tr>
<td>Device 9</td>
<td>145.42</td>
<td>81.35</td>
<td>146.12</td>
<td>0</td>
<td>81.35</td>
<td>146.12</td>
</tr>
<tr>
<td>Device 10</td>
<td>97.43</td>
<td>21.24</td>
<td>52.13</td>
<td>0</td>
<td>21.24</td>
<td>52.13</td>
</tr>
<tr>
<td>Sum</td>
<td>1157.29</td>
<td>1153.47</td>
<td>1331.99</td>
<td>1214.35</td>
<td>1214.25</td>
<td>1214.12</td>
</tr>
<tr>
<td>Mod</td>
<td>2108.08</td>
<td>2103.14</td>
<td>2198.63</td>
<td>1214.25</td>
<td>1214.25</td>
<td>1214.25</td>
</tr>
<tr>
<td>Avg</td>
<td>1155.47</td>
<td>1153.47</td>
<td>1331.99</td>
<td>1214.35</td>
<td>1214.25</td>
<td>1214.25</td>
</tr>
<tr>
<td>Unbalance</td>
<td>11.88</td>
<td>0.16</td>
<td>0.01</td>
<td>52.78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 11. Commutation System Configuration Before and After Power Factor Correction Integration.

<table>
<thead>
<tr>
<th></th>
<th>Optimal Cfg</th>
<th>Worst Cfg</th>
<th></th>
<th>Optimal Cfg</th>
<th>Worst Cfg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>
6. CONCLUSION

The advent of Industry 4.0 marks a transformative era in industrial operations, characterized by the integration of advanced technologies like IoT, AI, and big data analytics. Central to this transformation is the critical need to enhance energy efficiency and power quality, which our research addresses through innovative approaches in dynamic load balancing and power factor correction. This paper has outlined a pioneering methodology for synergizing these techniques, yielding substantial improvements in energy efficiency and power quality in industrial settings.

Our results demonstrate a promising synergy between dynamic load balancing and power factor correction. This synergy optimizes the configurations of commutation and power factor correction systems, reflecting their interdependence and significant influence on overall performance and energy efficiency. The implementation of these strategies has led to notable reductions in current magnitude and system unbalance, minimizing power losses and enhancing power quality. In some instances, we observed reductions in magnitude of up to 32.421%.

As Industry 4.0 continues to evolve, the findings from this research are increasingly relevant, offering a practical blueprint for integrating dynamic load balancing with power factor correction strategies. These approaches pave the way for a new paradigm of energy-efficient and high-quality power systems in industrial environments. Future research in this domain is poised to further refine these strategies, potentially integrating with emerging technologies to revolutionize energy management and power quality in the industry.

In conclusion, our study serves as a testament to the transformative potential of harmonizing dynamic load balancing with power factor correction techniques within the Industry 4.0 landscape. It establishes a robust foundation for future research, steering towards a future where industrial operations are characterized by sustainability, efficiency, and optimized power.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Original Magnitude</th>
<th>Optimal Magnitude</th>
<th>Worst Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>After</td>
<td>Reduction</td>
<td>Before</td>
</tr>
<tr>
<td>Sample 1</td>
<td>2961.50</td>
<td>2108.08</td>
<td>28.82</td>
</tr>
<tr>
<td>Sample 2</td>
<td>2625.42</td>
<td>1819.31</td>
<td>30.70</td>
</tr>
<tr>
<td>Sample 3</td>
<td>2621.55</td>
<td>1844.16</td>
<td>29.65</td>
</tr>
<tr>
<td>Sample 4</td>
<td>2824.71</td>
<td>1982.84</td>
<td>29.80</td>
</tr>
<tr>
<td>Sample 5</td>
<td>2697.44</td>
<td>1906.26</td>
<td>29.33</td>
</tr>
<tr>
<td>Sample 6</td>
<td>3230.23</td>
<td>2770.84</td>
<td>29.70</td>
</tr>
<tr>
<td>Sample 7</td>
<td>3124.99</td>
<td>2160.55</td>
<td>30.86</td>
</tr>
<tr>
<td>Sample 8</td>
<td>2995.32</td>
<td>2106.80</td>
<td>29.66</td>
</tr>
<tr>
<td>Sample 9</td>
<td>2573.50</td>
<td>1809.39</td>
<td>29.69</td>
</tr>
<tr>
<td>Sample 10</td>
<td>2889.46</td>
<td>1952.89</td>
<td>32.41</td>
</tr>
<tr>
<td>Sample 11</td>
<td>2644.32</td>
<td>1882.09</td>
<td>28.83</td>
</tr>
<tr>
<td>Sample 12</td>
<td>2681.83</td>
<td>1878.89</td>
<td>29.94</td>
</tr>
<tr>
<td>Sample 13</td>
<td>2615.15</td>
<td>1853.40</td>
<td>29.13</td>
</tr>
<tr>
<td>Sample 14</td>
<td>2854.66</td>
<td>2068.50</td>
<td>29.64</td>
</tr>
<tr>
<td>Sample 15</td>
<td>2695.52</td>
<td>1899.84</td>
<td>29.52</td>
</tr>
<tr>
<td>Sample 16</td>
<td>2773.74</td>
<td>1919.16</td>
<td>30.81</td>
</tr>
<tr>
<td>Sample 17</td>
<td>2809.61</td>
<td>2004.56</td>
<td>28.65</td>
</tr>
<tr>
<td>Sample 18</td>
<td>3051.21</td>
<td>2076.84</td>
<td>31.93</td>
</tr>
<tr>
<td>Sample 19</td>
<td>3143.73</td>
<td>2209.88</td>
<td>29.71</td>
</tr>
<tr>
<td>Sample 20</td>
<td>2564.45</td>
<td>1781.22</td>
<td>30.54</td>
</tr>
<tr>
<td>Sample 21</td>
<td>2421.04</td>
<td>1678.87</td>
<td>30.66</td>
</tr>
<tr>
<td>Sample 22</td>
<td>2775.91</td>
<td>1938.04</td>
<td>30.18</td>
</tr>
<tr>
<td>Sample 23</td>
<td>2784.01</td>
<td>1955.50</td>
<td>29.76</td>
</tr>
<tr>
<td>Sample 24</td>
<td>2601.99</td>
<td>1793.12</td>
<td>31.09</td>
</tr>
<tr>
<td>Sample 25</td>
<td>2832.24</td>
<td>1970.86</td>
<td>30.41</td>
</tr>
<tr>
<td>Sample 26</td>
<td>2835.29</td>
<td>1957.17</td>
<td>30.97</td>
</tr>
<tr>
<td>Sample 27</td>
<td>2620.19</td>
<td>1845.03</td>
<td>29.58</td>
</tr>
<tr>
<td>Sample 28</td>
<td>2426.81</td>
<td>1680.10</td>
<td>30.77</td>
</tr>
<tr>
<td>Sample 29</td>
<td>3010.29</td>
<td>2103.38</td>
<td>30.13</td>
</tr>
<tr>
<td>Sample 30</td>
<td>2805.17</td>
<td>1920.90</td>
<td>31.52</td>
</tr>
</tbody>
</table>
quality, heralding a new chapter in the annals of industrial evolution.
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