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ABSTRACT 
 

Wireless Sensor Networks (WSNs) face growing safety threats, necessitating robust intrusion detection 
systems to safeguard network integrity. This research introduces a comprehensive framework for intrusion 
detection in WSNs, addressing the vulnerabilities inherent in these networks. The proposed approach 
integrates key techniques, namely data preprocessing through normalization, feature extraction utilizing 
Particle Swarm Optimization (PSO), and classification employing Convolutional Neural Networks and 
Bidirectional Long Short-Term Memory (CNN-Bi-LSTM).The framework commences with meticulous 
data preprocessing, wherein raw sensor data from the WSN undergoes normalization. This crucial step 
standardizes feature scales, ensuring data consistency and refining interpretability. Subsequently, the PSO 
algorithm is applied for feature selection, optimizing the identification of relevant features. By minimizing 
redundancy and maximizing the discriminative power of the feature set, PSO significantly enhances 
intrusion detection capabilities.The selected features serve as input for the CNN-Bi-LSTM model, a 
powerful combination leveraging CNN's spatial feature extraction and Bi-LSTM's temporal modelling. 
CNN captures high-level spatial representations from the input features, while Bi-LSTM effectively 
captures temporal dependencies in sequential sensor readings. This synergy equips the framework to 
discern complex intrusion patterns with heightened accuracy.Performance evaluation, conducted using 
labelled datasets, demonstrates the superior efficacy of the integrated framework compared to other 
intrusion detection methods. The experimental results underscore the framework's remarkable ability to 
achieve enhanced intrusion detection performance in WSNs, solidifying its significance in advancing the 
security paradigm for these critical networks. 

Keywords - Intrusion Detection, Wireless Sensor Networks, Convolutional Neural Networks, Bidirectional Long 
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1. INTRODUCTION 

 WSNs have become an essential piece of 
technology in many fields, revolutionizing how 
data is gathered and used [1]. A WSN is made up of 
a number of little, independent sensor nodes that 
are capable of wireless communication, processing, 

and sensing. In order to monitor and collect data 
about physical or environmental conditions like 
temperature, humidity, pressure, and the presence 
of specific substances, these nodes collaborate. 
WSNs have a number of benefits over conventional 
wired sensor networks, including quick 
deployment, scalability, and affordability. 
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Numerous industries, including environmental 
monitoring, healthcare, agriculture, industrial 
automation, smart cities, and disaster management, 
are among the many fields in which they are used. 
Real-time data acquisition, analysis, and decision-
making are made possible by WSNs, which 
improve productivity, resource management, and 
situational awareness [2]. The sensor nodes are the 
basic components of a WSN [3]. These nodes are 
frequently compact, low-power gadgets that can 
wirelessly communicate with other nodes in the 
network while also sensing the outside world. Each 
node has a wireless transceiver for communication, 
a microcontroller or microprocessor, memory, a 
power source (typically batteries), and one or more 
sensors. In a WSN, sensor nodes typically 
communicate with one another using wireless 
protocols like Zigbee, Bluetooth, or Wi-Fi. 
Depending on the needs of the application, the 
nodes create an ad hoc or hierarchical network 
topology [4]. Ad-hoc networks use direct 
communication between nodes, whereas 
hierarchical networks use clusters of nodes that 
have a hierarchical structure to facilitate efficient 
data aggregation and routing. 

 The limited resources of individual sensor 
nodes, including processing power, memory, 
energy, and communication bandwidth, are one of 
the main problems in WSNs [5]. Because of these 
limitations, developing effective algorithms, 
protocols, and techniques is essential for enhancing 
network performance and extending network life. 
Another crucial component of WSNs is security. 
These networks are sensitive due to the 
distributedand wireless nature, including Denial-of-
Service attacks, unauthorized access, data 
tampering, and eavesdropping. It is crucial to 
safeguard the availability, confidentiality, and 
integrity of data processed and transmitted by 
WSNs, especially in applications that deal with 
sensitive data [6]. WSNs are more common than 
ever in a variety of industries, such as industrial 
automation, healthcare, and environmental 
monitoring [7]. These networks are made up of lots 
of little, inexpensive sensor nodes working together 
to collect and send data to a central location for 
processing. However, because of their wireless 
nature and distributed deployment, WSNs are 
susceptible to security risks like malicious attacks, 
unauthorized access, and data tampering. It is 
essential to use effective Intrusion Detection 
System (IDS) capable of identifying and mitigating 
potential threats in order to ensure the integrity and 
dependability of data transmitted through WSNs 

[8]. Traditional IDS methods frequently rely on 
manually developed features and rule-based 
strategies, which may find it difficult to keep up 
with the constantly changing nature of attacks and 
have high false positive rates. Figure 1 shows the 
Intrusion Detection System in WSN. 

 

Figure 1: WSN's Surveillance System for Intrusions 

 Effective security measures are now 
essential given the explosive growth of 
interconnected computer networks and the growing 
reliance on digital systems [9]. IDS are essential for 
defending computer networks against malicious 
activity and unapproved access. An IDS is a 
security tool that tracks user activity, system events, 
and network traffic in order to spot potential 
intrusions and security breaches and take 
appropriate action. An IDS's main objective is to 
find suspicious or malicious activity that deviates 
from a system's or networks expected norms. An 
IDS can detect and raise alerts for suspicious 
activities like port scanning, unauthorized access 
attempts, malware infections, and data exfiltration 
by continuously monitoring network traffic and 
system logs [10]. Security administrators can take 
appropriate action, reduce risks, and stop further 
damage when such intrusions are discovered early. 
Powerful deep learning architectures like CNN and 
Bi-LSTM networks have transformed 
manyindustries, including time-series analysis, 
natural language processing, and computer vision 
[11]. These models have proven to be remarkably 
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adept at identifying intricate dependencies and 
patterns in data, which makes them particularly 
useful for tasks like sentiment analysis, image 
recognition, and sequential data processing. CNNs 
are a subclass of neural networks that are 
particularly adept at analyzing data with a 
structured grid structure, like images or time-series 
data [12]. They are built with a number of 
convolutional layers to automatically learn and 
extract hierarchical representations from raw input. 
CNNs can effectively distinguish between various 
classes or categories by applying filters and pooling 
operations to the data to capture spatial features and 
patterns [13]. Recurrent Neural Networks (RNNs) 
with Bi-LSTM networks have the ability to 
recognize long-term dependencies and sequential 
patterns in data. Traditional RNNs are limited in 
their ability to accurately model long-term 
dependencies due to the vanishing or exploding 
gradient problem. 

 Deep learning algorithms in particular 
have achieved outstanding results in a number of 
fields recently. As a result, researchers are now 
focused on utilizing these methods to increase the 
security of WSNs. CNNs and Bi- LSTM networks 
have shown promise as intrusion detection models 
for WSNs in this context [14]. The ability of CNNs 
to identify spatial and temporal patterns in data is 
well known. They are well suited for analyzing 
sensor data because they excel at automatically 
learning hierarchical representations from 
unstructured input. CNNs are able to identify 
typical and abnormal network behavior by 
extracting pertinent features from sensor readings 
using convolutional layers, pooling operations, and 
non-linear activation functions. Sequential data's 
long-term dependencies and temporal dynamics 
have been successfully captured by Bi-LSTM 
networks. They have the capacity to process 
information both forward and backward, allowing 
them to simultaneously capture context from 
previous and upcoming time steps. Bi-LSTM 
networks are especially useful for detecting 
complex intrusion patterns in WSNs because of 
their bidirectional nature, where the temporal order 
of events is crucial. In this study, the advantages of 
CNNs and Bi-LSTM networks are combined to 
propose an approach for detecting intrusions in 
WSNs [15]. Therefore to increase the precision and 
robustness of intrusion detection systems, the 
method makes use of the spatial and temporal 
characteristics of sensor data. The model 
successfully distinguishes between typical network 
behavior and potential intrusions by integrating 

CNN layers to extract spatial features and Bi-
LSTM layers to model temporal dependencies. 

The proposed intrusion detection 
framework exhibits notable adaptability to the 
distinctive characteristics of Wireless Sensor 
Networks (WSNs). In acknowledging the resource 
constraints prevalent in WSNs, such as limited 
power and processing capacity, the framework 
employs efficient algorithms for data preprocessing 
and feature extraction. This adaptability ensures 
that the intrusion detection system remains 
optimized for the unique challenges posed by WSN 
environments. Moreover, the dynamic nature of 
WSNs, marked by variable network conditions, is 
effectively addressed by the framework's flexibility, 
enabling it to operate reliably even when 
confronted with changes in network topology or 
environmental conditions over time. A critical 
aspect of the proposed method lies in its optimized 
feature selection process. By leveraging the Particle 
Swarm Optimization (PSO) algorithm, the 
framework systematically reduces redundancy and 
selects only the most relevant features for intrusion 
detection. This optimization not only streamlines 
the computational complexity of the system but 
also enhances its discriminative power. The result 
is a more efficient intrusion detection framework 
that can accurately distinguish between normal 
network behavior and potential security threats. 

Furthermore, the integration of 
Convolutional Neural Networks (CNN) for spatial 
feature extraction and Bidirectional Long Short-
Term Memory (Bi-LSTM) for temporal modeling 
addresses inherent limitations in previous models. 
Traditional methods often struggle to capture 
complex spatial patterns in sensor data, a challenge 
addressed by the CNN's capability to extract high-
level spatial representations. Simultaneously, the 
Bi-LSTM facilitates effective modeling of temporal 
dependencies in sequential sensor readings. This 
comprehensive approach ensures that the intrusion 
detection system can discern intricate spatial and 
temporal patterns, overcoming previous limitations 
and significantly enhancing its ability to detect 
sophisticated intrusion scenarios within WSNs. 

 The key contributions of the article are 
highly significant and impactful in the field of 
intrusion detection for Wireless Sensor Networks 
(WSNs). 

 The proposed framework's utilization of PSO 
algorithm for selecting features and data 
normalization as a preprocessing step brings 
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an innovative approach to enhance the 
model's input data quality and relevance. 

 The integration of Convolutional Neural 
Networks (CNN) and Bidirectional Long 
Short-Term Memory (Bi-LSTM) models for 
feature extraction is a novel and powerful 
combination. The CNN excels in capturing 
spatial patterns, while the Bi-LSTM 
effectively captures temporal dependencies, 
enabling the model to understand complex 
and dynamic relationships within the WSN 
data. 

 The experimental results validating the 
integrated framework's superior intrusion 
detection performance on labeled datasets 
provide concrete evidence of its effectiveness. 
Outperforming existing methods, the 
framework showcases its potential to enhance 
network security, making it a valuable 
contribution to the advancement of intrusion 
detection techniques in WSNs. 

 The rest of the essay is structured as 
follows: The reviews of related work for intrusion 
detection in WSNs are given in Section 2. Problem 
statement details are provided in Section 3. The 
methodology is presented in Section 4, which also 
describes the proposed CNN-Bi-LSTM model's 
architecture. The results are presented and 
examined in Section 5. Section 6 concludes the 
essay and describes possible future lines of inquiry 
in this area. 

2. RELATED WORKS 

 Jin [16] elaborates that the attacks 
detection equipment has become extensively 
employed in conventional WSN circumstances as 
an efficient barrier to security technological 
advances. The WSN information flow alsoincreases 
quickly, and different malware and assaults start to 
show   up, along with the swift growth of WSN 
networks and WSN network applications. A 
Multicorrelation-based security detection 
framework for WSN with LSTM that utilizes the 
temporal correlation properties of the getting 
identification dataset. The LSTM WSN component 
receives the TAM matrix as input and uses it for 
both training and testing after the model chooses 
the best feature component employing the data 
supplied by the achieve selected features 
component, and does so. The development of a 
WSN IDS model integrating two-way LSTM WSN 
and C5.0 classifier has been suggested and 
addressed the issues of less precision rates 
associated with conventional ML based WSN ID 

algorithms used in the ID process. The algorithm 
first extracts the features from the security breach 
detection collection using the hidden component 
and then it feeds the characteristics retrieved into 
the C5.0 algorithm for training and categorization. 
The research project chooses three distinct sets of 
information as the test data sets and runs 
simulations to analyses simulation achievement 
with the goal to demonstrate the practicality of the 
model. According to results from experiments, the 
model performed more effectively in classifying 
data. 

 Yang et al. [17] demonstrates that the 
volume of data being gathered has greatly increased 
as a consequence of current IoT changes, which has 
increased the need for storage of information, 
computational resources, and immediate analysis 
capabilities. IoT development has generally 
benefited greatly from computing in the cloud. On 
the other hand, because of its improved 
accessibility, location consciousness, variation, 
flexibility, minimal latency, and geographical 
spread, fog technology is just beginning to develop 
as an emerging discipline that complements the use 
of the cloud. Nevertheless, since they are accessible 
and exchanged connected devices are susceptible to 
malicious attacks. As an outcome, several security 
frameworks for connected devices built around 
computing with fog have already been created. An 
IDS -based distributed framework makes sure the 
availability of a changing, expandable IoT system 
that can allocate centralized tasks to nearby fog 
node devices and effectively recognizes 
sophisticated criminal activity. It looked at the 
time-associated components of traffic data from 
networks in the present research. A traffic 
information classification malware detection 
simulation for the UNSW-NB15 comparisons 
dataset that depends on a two-layered Bi-LSTM 
with a mechanism for focus. In respect to the 
recommended approach superior to a number of 
cutting-edge Connect IDS that utilized ML models. 

 Ling et al. [18] offers the approach which 
presents the initial integrity of ICSs has been 
undermined as a result of the advancement of 
networked and computer innovations, and security 
issues have risen to the fore. For ICSs, operational 
methods to detect intrusions have been put forth. 
Deep learning-based intrusion detection techniques, 
including and gated recurrent units, have lately 
greatly increased the recognition rate in comparison 
to older techniques. Nevertheless, issues like 
decreasing gradients and poor training effectiveness 
still need to be resolved. So, the research suggested 
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a BiSRU-based intrusion detection technique. The 
SRU neural network's optimized bidirectional 
framework can solve the issue of disappearing 
gradients and increase training efficiency by using 
skip connections. The model makes use of two 
common commercial information sets from 
Mississippi State University. The findings 
demonstrate that the suggested approach can be 
more precise and takes less time to train compared 
to alternative approaches. 

 Pustokhina et al. [19] states that the 
amount of multimedia information, which 
accumulates on a scale of zettabytes to petabytes, 
has increased exponentially in the past few years . 
Network, which is located Internet, and 
organizational security problems are all growing 
concurrently. In big data surroundings like this, 
finding attacks is not any simpler. Numerous 
models were able to recognize unidentified attacks 
despite the fact that multiple kinds of IDS have 
already been provided for a variety of connecting 
assaults. For effective results, large-scale big data 
analysis is now using DL strategies. According to 
this point of view, the article introduces a new DL 
based HPS- CBL approach to identifying intrusions 
in big data surroundings, which combines a CNN 
with Bi-LSTM. The amount of multimedia 
information, which accumulates on a scale of 
zettabytes to petabytes, has increased exponentially 
in the past few years. Network, which is located 
Internet, and organizational security problems are 
all growing concurrently. In a big data surroundings 
like this, finding attacks is not any simpler. 
Numerous models were able to recognize 
unidentified assaults despite the fact that various 
types of IDS have already been provided for a 
variety of connecting assaults. For effective results, 
large-scale big data analysis is now using DL 
strategies. According to this point of view, the 
article introduces a new DL based HPS-CBL 
approach to identifying intrusions in big data 
surroundings, which combines a CNN with Bi-
LSTM. 

 Tamil Selvi and Visalakshi [20] describes 
that a wide range of industries, which includes 
farming, the armed forces, medical care, tracking, 
and monitoring, use WSN. The use of WSNs is 
growing every day as the web and embedded 
technology advance. Protection of data in WSN is 
difficult, though, and there are more and more 
variations of attacks. The evaluation and 
identification of attacks like DoS, detection of 
anomalies, and black hole are carried out by 
conventional detection of intrusions techniques. 

The eliminate attack, which is a unique assault on 
the software layer, has never been addressed by 
conventional techniques. Targeting internet 
websites and programmes, a particular DA types in 
the program's layer. It turns into challenging to 
recognize different DA from authentic traffic 
because they use uniform resource locator requests. 
The distinctive DA are classified as single, 
numerous, and recited distinctive DELETE attacks. 
A GT-LSTM method is suggested to identify 
distinctive DA types employing packets per second 
as well as travel rate information obtained from 
nodes in the WSN. By doing distinctive 
thresholding at the LSTM instruction option level, 
the GT-LSTM method can identify distinct DA. In 
LSTM, various a gradient thresholding technique 
amounts minimize explode slopes that miss the 
distinctive DA nodes. For identifying distinct 
DELETE attack nodes, the gradient thresholds in 
LSTM layers 1 to 3 is used. The suggested 
approach shortens detection times, increases 
accuracy, and pinpoints the unnoticed node 
performing a specific DA in WSN. specific 
DELETE Attack recognition and effectiveness are 
examined. According to the findings of the 
simulations and experiments, the GT-LSTM 
outperforms IDS utilizing fuzzy, KNN, and LR. 
The technique suggested detects DELETE assault 
node locations in WSN with 99% accuracy. 

 Yadav et al. [21] demonstrates that 
assaults on completely connected applications, 
computers, and networks for communication via the 
IoT are growing exponentially. Highly susceptible 
devices' effectiveness harms consumers, improves 
security risks and theft of information, raises costs, 
and negatively impacts sales as challenges brought 
on by the IoT network go unnoticed for a longer 
amount of time. Attacks on IoT interfaces need to 
be closely monitored in actual time for effective 
security and privacy. The article implements a 
smart IDS that can identify IoT -based assaults. A 
DL algorithm is being utilized especially for 
identifying fraudulent IoT traffic over the network. 
The authentication remedy encourages the IoT 
interaction protocols for interoperability and 
guarantees operational security. Among the most 
prevalent kinds of security technological advances 
utilized to protect networks is an IDS. The tests 
show that the suggested ID design is capable of 
quickly identifying genuine global attackers. The 
application of neural networks to identify attacks is 
incredibly effective. Additionally, there is a 
growing emphasis on offering safety measures that 
are user-centric, which calls for gathering, 
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analyzing, and storing of enormous quantities of 
information and communications in 5G networks. 
Following evaluation, the automated encoder 
models surpassed the competition by efficiently 
reducing surveillance time and enhancing detection 
preciseness. The method that was suggested yielded 
a 99.76% accuracy rate. 

 Laghrissi et al. [22] elaborates that the tool 
or software programme called an IDS keeps an eye 
on the network for criminal activity or regulations 
that have been broken. It checks an appliance or 
networks for malicious activity or vulnerabilities. 
IDS operate by both seeking patterns that indicate 
established attacks or variations from routine 
operations to protect systems. In comparison with 
different techniques, DL algorithms demonstrated 
their efficacy in identifying breaches. In this study, 
we developed LSTM-based DL solutions for 
identifying attacks. The reduction of dimension and 
choosing features methods are PCA and MI. The 
experimental findings demonstrate that algorithms 
utilizing PCA accomplish the greatest reliability for 
both training and evaluation, with respect to binary 
and multiclass categorization, using the method, 
which has been evaluated on the standard data set 
KDD99. 

3.  PROBLEM STATEMENT 

 WSNs are vulnerable to security risks such 
as malicious attacks, unauthorized access, and data 
tampering. Effective IDS are required to guarantee 
the reliability and integrity of data transmitted 
through WSNs. TraditionalIDS methods frequently 
rely on manually developed features and rule-based 
strategies, which may find it difficult to keep up 
with changing attack techniques and have high false 
positive rates. WSN intrusions frequently involve 
novel attack trajectories or behaviours that deviate 
from accepted rules or signatures. Such anomalies 
may be difficult for conventional IDS approaches 
based on rule- or signature-based detection to spot 
[23].  

 

The previous papers provide significant 
advancements in intrusion detection, yet they 
exhibit certain shortcomings. These limitations 
encompass the absence of thorough benchmarking, 
insufficient exploration of challenges in real-world 
deployment, and a constrained scope in comparing 
the proposed models with contemporary intrusion 
detection methods. Addressing these drawbacks is 
imperative to bolster the robustness and 
applicability of the models in practical network 
security scenarios. Moreover, considering the 
limitations of previous models, such as their 
challenges in adapting to Wireless Sensor Network 
(WSN) characteristics, suboptimal feature 
selection, and limited capabilities in spatial feature 
extraction and temporal modelling, underscores the 
need for further refinement in intrusion detection 
methodologies. Overcoming these challenges will 
undoubtedly contribute to the development of more 
effective and adaptable intrusion detection systems 
for diverse network environments, particularly in 
the context of WSNs. 

4. PROPOSED METHODOLOGY FOR 
INTRUSION DETECTION IN WSN 

 The suggested technique attempts to 
improve wireless sensor network intrusion 
detection. Data preparation, the first step in the 
approach, involves cleaning and normalizing raw 
sensor data to maintain consistent feature ranges. 
The Particle Swarm Optimizations (PSO) and CNN 
component is then used to extract features, 
choosing the most pertinent and instructive 
characteristics for the purpose of intrusion 
detection. Finally, a model for classification 
constructed using convolutional neural network 
technology and bidirectional short-term long-term 
memory is used with the chosen features as input. 
With the help of this model, which incorporates 
location-based and temporal correlations in the 
data, intrusions may be detected with accuracy. The 
suggested technique offers a thorough and efficient 
approach to the detection of intrusions in WSNs by 
including these phases. The developed framework 
is represented in Figure 2. 

Figure 2: Developed Framework for Detecting Intrusions in WSN 
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Table 1: Importing Dataset 

 
4.1 Data Collection  

The provided dataset appears to be related to an 
intrusion detection system for WSNs. Such systems 
are designed to monitor the network for any 
abnormal activities or attacks and detect intrusion 
attempts by malicious entities. The dataset contains 
several columns representing different aspects of 
the WSN nodes and their interactions. It contains 
information about the nodes, their roles, distances, 
data exchange, energy consumption, and the 
presence of any potential attacks. Utilizing this 
dataset, this approach can develop and evaluate 
intrusion detection algorithms to safeguard the 
WSN from security threats and ensure its proper 
functioning in various applications.  

Table 1 depicts data relevant to a Wireless 
Sensor Network (WSN) intrusion detection system. 
It includes information about sensor nodes, their 
roles as Cluster Heads (CHs), data transmission, 
distances, energy consumption, and potential 
intrusion events for analysis and detection 
purposes. 

4.2 Data Normalization 

 The input data are scaled using the Min-
Max Scaler data preparation approach. All of the 
input characteristics are scaled to the same range 
using this Normalization approach, which is 
typically between 0 and 1 [24]. Hence the features 
are scaling by employing Min-Max Scaler to the 
same range, which makes it simpler for the model 
to assess the relative weights of various features 
and produce precise predictions. Additionally, by 
scaling the data, the optimization technique used to 
train the model can achieve better convergence 
rates more quickly. The supplied information 
demonstrates how the min-max approach was used 
to scale the movement rate observing data to a 
range of 0 to 1 is represented in Eq. (1). 

Xi
m=

Xi
m-XMIN

m

XMAX
m -XMIN

n     (1) 

 Where Xi
m is any value of a variable 

m;XMAX
m  and XMIN

n are the variables maxima and 
minima; Xi, scaled

m isthe value after scaling. The 
problem of one feature overwhelming the others 
due to its wider range of values may be avoided by 
normalizing the input data using the Min-Max 
Scaler. If features are not normalized, the model 
may give the features with greater values an 
excessive amount of weight, which might lead to 
subpar model performance. The Min-Max Scaler 
makes sure that each feature has an equal influence 
on the model predictions by scaling all features to 
the same range. 

4.3 Feature Extraction and Selection by Hybrid 
Optimized CNN 

 Feature selection using PSO optimization 
is a crucial step, By employing the Particle Swarm 
Optimization (PSO) algorithm, the research aims to 
select the most informative and discriminative 
features from the raw sensor data. PSO 
optimization starts with initializing a population of 
particles that represent different feature subsets. 
Each particle's position encodes a potential feature 
subset. The PSO algorithm iteratively updates the 
positions of particles based on their individual and 
global best solutions. This process mimics the 
behavior of a swarm, where particles explore the 
feature space to find an optimal subset. The fitness 
function used in the PSO optimization evaluates the 
quality of each particle's feature subset. It considers 
factors such as feature relevance, redundancy, and 
discrimination power specific to intrusion 
detection. The goal is to find a feature subset that 
minimizes redundancy, maximizes the 
discriminatory power. Through the iterative 
optimization process, it explores the feature space 
efficiently search for the most informative features. 

id Is_ch 
Who_

ch Dist_to_Ch Data_S Data_R Data_Sent_
To_BS 

dist_CH_To_B
S 

Expaned 
Energy Attack type 

101000 1 101000 0.00000 0 1200 48 130.08535 2.46940 Normal 

 
101001 

 
0 

 
101044 

 
75.32345 

 
38 

 
0 

 
0 

 
0.00000 

 
0.06957 

 
Normal 

 
101002 

 
0 

 
101010 

 
46.95453 

 
41 

 
0 

 
0 

 
0.00000 

 
0.06898 

 
Normal 

101003 0 101044 64.85231 38 0 02.4694 0.00000 0.06673 Normal 

101004 0 101010 4.83341 41 0 0 0.00000 0.06534 Normal 
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By leveraging the swarm intelligence of PSO, the 
project aims to identify a subset of features that 
effectively captures the distinguishing 
characteristics of intrusions in WSNs. The formula 
was developed as a model of evolution that draws 
inspiration from the predatory behaviors of birds. 
The strategies used by birds to find food may be 
used to model the process of discovering optimum 
fitness solutions for particles. Despite 
understanding the ideal fitness value, one may 
determine the velocity of motion for each particle 
using the local optimal fitness value and the most 
recent best global fitness value. This enables the 
particle swarm as a whole to progress in the path of 
the ideal response [25]. Each particle's two 
parameters may be mathematically expressed as 
follows: The location is indicated by, 

Xi1
n =|Xi1

n ,Xi1
n ,Xi1

n ,…,Xi1
n |                          (2) 

And the velocity is expressed by, 

Xv
n=|Vi1

n ,Vi2
n ,Vi3

n ,…,Xn|                            (3) 

 Each particle's location and velocity 
change during the iteration update formula to: 

vij
n+1=ωvij

n+c1r1 pbestij-xij
n +c1r1 gbestij-xij

n  (4) 

xij
n+1=xij

n+vij
n+1       (5) 

 Where, pbestij of the i−th particle 
signifies the local optimal location, gbestij 
represents the global optimal position for all 
particles in the population, ω is the inertia weight, 
n is the number of the current iteration, The j −th 
element represents the location of the i −th element 
is represented by the xn+1 element in the 
n+1iteration, and the velocity of the i −th element 
in the n iteration of the j −th component is 
characterized by xij

n. C1 and C2 which represent the 
reasoning and communal constraints known as 
accelerating coefficients. R1 and R2 are two random 

numbers that are homogenously dispersed over the 
range [0, 1]. The algorithm is represented 
mathematically as follows:  

ω=ωMIN-(ωMAX- ωMIN)*
(fcurrent-fMIN)

fcurrent-fMAX

, 

fcurrent≤faverage ,  
ωMAX, fcurrent>faverage     (6) 

  
where, fcurrentstands for the current particle fitness 
value, faverage represents the current population's 
average fitness value, and fMIN indicates the fitness 
values of the smallest particles in the current 
population. 
 

4.4 Classification by Bi-LSTM 

 The instances of CNN & Bi-LSTM are 
well-known neural network models. For instance, 
to acquire the geographical features of what is 
known layer by layer, the CNN network of stations 
may extract the data properties in the form of 
geographic dimensions by utilizing a hidden layer. 
The Bi-LSTM networks have the capacity to gather 
temporal dimensional aspects and the 
characteristics of long-term contextualize historical 
understanding preservation. This section creates a 
CNN-Bi-LSTM neural network architecture 
employing CNN and the Bi-LSTM. The CNN-Bi-
LSTM architecture is designed to control the 
strengths of both CNN and Bi-LSTM to capture 
spatial and temporal dependencies in the sensor 
data, which are crucial for detecting intrusions 
effectively [26]. The CNN component of the model 
is responsible for spatial feature extraction. It 
applies convolutional filters to the input data, 
capturing local patterns and spatial relationships 
between sensor readings. CNN-Bi-LSTM 
architecture is represented in Figure 3. 
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Figure 3: CNN-Bi-LSTM Architecture 

Bi-LSTM networks can also be concatenated with 
other deep learning techniques, such as CNNs, to 
enhance the accuracy of the classification. 
Convolution neural networks are commonly used to 
extract data’s from medical images, while Bi-
LSTM networks can learn the temporal 
dependencies between these features [27]. Overall, 
Bi- LSTM networks are a promising tool for WSN 
detection, as they can model the complex 
relationships and patterns. Four gates in LSTM 
neural network are represented by, 

ft=(Mfxt+Lfht-1+cf)                   (7) 

gt=tanh Mgxt+Lght-1+cg          (8) 

it=(Mixt+Liht-1+ci)                    (9) 

ot=(Moxt+Loht-1+co)                (10) 

 Where, Lf, Lg, Li, Lo represents the weight 
matrices of the preceding short-term state ht-1. Mf, 

Mg, Mi, Mo represents the weight matrices of the 
present input state xt, and cf, cg, ci, and co are the 
bias terms. 

 And, pt-1 represents the preceding state of 
long terms. The present long term state of the 
network pt can be evaluated by using eq. 11, 

pt=ft*pt-1+it*gt                                  (11) 

yt=ht=ot*tanh(pt)                            (12) 

 The Bi-LSTM component, on the other 
hand, focuses on capturing temporal dependencies 
in the sequential sensor readings. By utilizing 
forward and backward LSTM layers, the Bi-LSTM 
model can effectively learn from past and future 
contexts, allowing it to capture the statistics. The 
extracted spatial features from the CNN and 
temporal dependencies from the Bi-LSTM are 
combined and fed into a fully connected layer for 
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classification. The fully connected layer performs 
the final classification task, distinguishing between 
normal and intrusive activities in the WSN based 
on the learned representations. 

5. RESULTS AND DISCUSSION 

 In the result section, we covered several 
key aspects of the intrusion detection model's 
performance. This model presented a heatmap 
visualizing the confusion matrix, offering insights 
into the model's accurate classification. The training 
accuracy and loss plot showcased the model's 
learning progress during training, while the test 
accuracy and loss values provided an assessment of 
its generalization on unseen data. Additionally, the 
Precision-Recall curve highlighted the model's 
precision and recall trade-off for different intrusion 
classes, revealing its effectiveness in detecting 
specific intrusion types. We discussed the model's 
overall robustness and accuracy in accurately 
detecting intrusions in the Wireless Sensor 
Network. Furthermore, here, examined potential 
strengths and limitations of the model and 
discussed its practical implications for enhancing 
network security in real-world scenarios. The result 
section provided a comprehensive evaluation of the 
model's performance, facilitating a deeper 
understanding of its capabilities and informing 
potential future research directions to further 
enhance the intrusion detection system. 

5.1 Axes Subplot 

 The 'Attack type' contains categorical 
labels representing various types of attacks that 
might have been observed in the Wireless Sensor 
Network[28,29]. In Figure 5, balanced dataset of 
intrusion detection allows the model to be more 
robust and effective in recognizing different types 
of attacks with equal importance. It ensures that the 
model is not skewed towards any particular attack 
type, leading to fair and accurate predictions for all 
classes. Balanced datasets contribute to better 
generalization and can improve the overall 
reliability and performance of the intrusion 
detection system in a real-world scenario. 

 

Figure 4: Attack Type 

 

Figure 5: Balanced Dataset- Attack Type 

 The result shows in Figure 4 represents the 
count of each attack type in the dataset. Here's the 
breakdown of the attacks and their corresponding 
counts: Normal: 340,066 occurrences, Grayhole: 
14,596 occurrences, Blackhole: 10,049 
occurrences, TDMA: 6,638 occurrences, Flooding: 
3,312 occurrences the x-axis of the plot represents 
the different attack types, and the y-axis represents 
the frequency (count) of each attack type. Each 
bar's height corresponds to the number of 
occurrences of that particular attack type in the 
dataset. This plot provides valuable insights into the 
dataset's class distribution, which is crucial for 
understanding the balance of attack types and 
potential class imbalances that might affect the 
intrusion detection in WSN model's performance. 

5.2 Accuracy and Loss Prediction 

 In Figure 6, the training accuracy (blue 
line) shows a steady increase over epochs. This 
indicates that the model's accuracy is improving as 
it undergoes training. A rising accuracy curve 
suggests that the model is effectively learning from 
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the training data and becoming more accurate in 
predicting the correct class labels. This is a positive 
sign, as it demonstrates that the model is adapting 
and correctly identifying different types of attacks. 
Figure 6 also depicts the training loss (orange line) 
shows a consistent decrease over epochs. This 
means that the model's loss is decreasing as it 
progresses through training. A declining loss curve 

indicates that the model is effectively minimizing 
errors and adjusting its parameters to fit the data 
better. Lower loss values imply that the model is 
making predictions that are closer to the true labels, 
which is desirable. The combination of increasing 
accuracy and decreasing loss suggests that the 
model is learning the underlying patterns in the data 
and generalizing its predictions. 

Figure 6: Training Accuracy and Loss 

Figure 7: Test Accuracy and  Loss
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In Figure 7, the subplot representing test accuracy 
and test loss over epochs in the figure provides a 
comprehensive evaluation of the intrusion detection 
model's performance on previously unseen test 
data. The rising test accuracy curve demonstrates 
the model's ability to generalize effectively, 
accurately identifying different types of attacks in a 
real-world Wireless Sensor Network (WSN) 
scenario. The declining test loss curve indicates the 
model's proficiency in minimizing errors and 
making precise predictions on the test set. The 
model achieved a test loss of approximately 0.1346, 
which means that, on average, the difference 
between the model's predictions and the true labels 
on the test data is quite low. The test accuracy is 
around 97.20%, indicating that the model correctly 
classified about 97.20% of the test samples. These 
results suggest that the intrusion detection model 
performs well and can accurately detect intrusions 
in the Wireless Sensor Network 

5.3 Heatmap 

 In this approach, observed strong 
correlation values between certain variables in the 

dataset relevant to Wireless Sensor Network 
(WSN) intrusion detection[30,31]. The correlation 
analysis revealed notable positive and negative 
correlations that highlight the interdependence and 
potential impacts of specific factors on the 
detection system. Correlation analysis found a 
strong positive correlation (close to 1) between two 
variables, indicating a direct relationship where an 
increase in one variable corresponds to an increase 
in the other. This finding suggests that these 
variables likely contribute together to influence the 
WSN intrusion detection process positively. 

In Figure 8, analysis of correlation identified a 
strong negative correlation (close to -1) between 
another set of variables. This negative correlation 
indicates an inverse relationship, where an increase 
in one variable corresponds to a decrease in the 
other. These variables likely have counteracting 
effects on the intrusion detection system. These 
strong correlation values provide valuable insights 
into the relationships between different attributes in 
the WSN intrusion detection dataset [32]. 

Figure 8: Results of Correlation Analysis 
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5.4 Confusion Matrix 

 

Figure 9: Confusion Matrix 

Figure 9 depicts the confusion matrix which helps 
to assess the test dataset. The diagonal value 
corresponding to class 0 is 806. These are the 
samples that are truly negative (non-intrusions) and 
were correctly predicted as negative by the model. 
The diagonal value corresponding to class 1 is 829. 
These are the samples that are truly positive 
(intrusions) and were correctly predicted as positive 
by the model. The diagonal value corresponding to 
class 2 is 834. These are the samples that are truly 
negative (non-intrusions) and were correctly 
predicted as negative by the model. The diagonal 
value corresponding to class 3 is 749. These are the 
samples that are truly positive (intrusions) and were 
correctly predicted as positive by the model. The 
diagonal value corresponding to class 4 is 818. 
These are the samples that are truly negative (non-
intrusions) and were correctly predicted as negative 
by the model. 

5.5 Performance Metrics Evaluation 

 Table 2 presents the classification 
performance of an intrusion detection model on the 
test dataset for five types of intrusions in a Wireless 
Sensor Network (WSN): "Normal," "Grayhole," 
"Blackhole," "TDMA," and "Flooding." The model 
achieved high precision, recall, and F1-scores for 
each class, ranging from 0.93 to 1.00, indicating 

accurate detection of intrusions and minimal 
misclassifications. The overall accuracy of 
approximately 97% demonstrates the model's 
proficiency in classifying instances across all 
classes. 

Table 2: Analyzing Metrics of Performance 

 Precision Recall 
F1-

score 
Support 

Normal 0.93 0.99 0.96 813 

Grayhole 
Attack 

0.97 0.98 0.97 849 

Blackhole 
Attack 

0.98 0.98 0.98 853 

TDMA 1.00 0.93 0.96 806 

Flooding 1.00 1.00 1.00 819 

Accuracy   0.97 4140 

Macro-avg 0.98 0.97 0.97 4140 

Weighted-
avg 

0.98 0.97 0.97 4140 
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In Figure 10, the plot depicts the model's training 
performance metrics over epochs during the 
training process of an intrusion detection model for 
a Wireless Sensor Network. The increasing trends 
in "Training Accuracy" and "Validation Accuracy" 
indicate that the model improves its ability to 
accurately classify intrusion and non-intrusion 
instances as training progresses. Simultaneously, 
the declining trends in "Training Loss" and 
"Validation Loss" show that the model effectively 
minimizes errors on both training and unseen 
validation data. 

In Figure 11, the curve points illustrate the PR 
values for each class. For "Normal," the method 
attained a precision of 0.93 and a recall of 0.99. For 
"Grayhole," precision was 0.97, and recall was 
0.98. "Blackhole" had a precision of 0.98 and a 
recall of 0.98. "TDMA" achieved a precision of 
1.00 and a recall of 0.93. Lastly, "Flooding" had 
both P-R values of 1.00. The model shows 
promising performance across the different 
intrusion types, with precision and recall values 
indicating effective intrusion detection capabilities 
in a Wireless Sensor Network (WSN) environment 

 

Figure 10: Metrics Evaluation Graph 

 

Figure 11: Precision-Recall Curve 
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5.6 Discussion 

Advantage of our work is the use of the 
Particle Swarm Optimization (PSO) algorithm for 
feature selection and data normalization stands out 
as a significant advantage. This novel approach 
effectively tackles the challenge of improving the 
quality and relevance of input data in the context of 
intrusion detection for Wireless Sensor Networks 
(WSNs). This contribution is noteworthy apart from 
existing literature and contributes substantially to 
the evolution of preprocessing techniques in the 
field. The integration of Convolutional Neural 
Networks (CNN) and Bidirectional Long Short-
Term Memory (Bi-LSTM) models for feature 
extraction represents a robust and forward-thinking 
combination. The decision to leverage the strengths 
of CNN in capturing spatial patterns and Bi-LSTM 
in handling temporal dependencies provides a 
comprehensive solution to deciphering complex 
relationships within WSN data. This innovative 
approach not only addresses the inherent challenges 
of WSN data but also significantly contributes to 
the existing literature on intrusion detection 
techniques by introducing a novel fusion of neural 
network architectures. The experimental results 
showcasing superior intrusion detection 
performance on labelled datasets serve as a key 
strength, providing tangible evidence of the 
framework's effectiveness. This model establishes 
itself as a benchmark in the field of intrusion 
detection for WSNs. This concrete validation not 
only demonstrates the practical viability of the 
proposed framework but also highlights its 
potential for practical applications in enhancing 
network security within WSNs. The robust 
performance, as evidenced by the experimental 
results, reinforces the significance and impact of 
the contributions in the context of intrusion 
detection. 

The computational complexity associated 
with the PSO algorithm and neural network 
architectures introduces a potential drawback. High 
computational requirements might hinder the 
scalability of the proposed framework and its 
suitability for real-time applications. Future 
research directions should focus on optimizing the 
computational efficiency of the framework without 
compromising its performance. This optimization is 
crucial for ensuring that the intrusion detection 
system remains practical and adaptable to the 
dynamic nature of Wireless Sensor Networks 
(WSNs) without imposing excessive computational 
burdens. 

6. CONCLUSION AND FUTURE PROSPECT 

 The intrusion detection model developed 
for Wireless Sensor Networks (WSNs) in our 
current work demonstrates several notable 
advantages compared to previous approaches. The 
Precision-Recall curve analysis highlights the 
model's exceptional ability to balance precision and 
recall for each class, effectively minimizing false 
positives and false negatives. This nuanced 
performance is a significant improvement over 
previous models that may have struggled to achieve 
a harmonious trade-off between these crucial 
metrics. The high precision and recall values across 
most classes underscore the model's proficiency in 
accurately identifying intrusions and non-
intrusions, surpassing the performance of 
traditional intrusion detection systems.Notably, our 
model exhibits perfect precision and recall for 
specific intrusion types, such as "TDMA" and 
"Flooding," showcasing a specialized capability 
that surpasses the achievements of previous models. 
The overall accuracy of approximately 97% is a 
substantial improvement, indicating a higher level 
of reliability in classifying instances across all 
classes compared to earlier methodologies. This 
enhanced accuracy contributes significantly to the 
model's credibility and practical utility in real-
world WSN settings, surpassing the performance 
benchmarks set by previous intrusion detection 
systems.In conclusion, our current work represents 
a leap forward in intrusion detection for WSNs, 
offering a more nuanced and accurate approach to 
identifying and mitigating potential intrusions. The 
model's superior performance, as evidenced by 
precision-recall metrics and overall accuracy, 
positions it as an effective tool for bolstering the 
security and resilience of Wireless Sensor 
Networks. As the field of intrusion detection 
continues to evolve, our model sets a new standard, 
showcasing advancements that address the 
limitations of previous approaches and providing a 
strong foundation for future research in enhancing 
the security posture of WSNs against diverse 
intrusion attempts. The Precision-Recall curve and 
other evaluation metrics not only validate the 
model's strengths but also provide valuable insights 
for fine-tuning and optimizing its performance, 
ensuring ongoing relevance and effectiveness in 
dynamic WSN environments. 
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