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ABSTRACT

In this paper, the longest common substring algorithm is used to find similar Quranic verses (ayahs). To
show the potential of using computation in this context, pairs of similar ayahs that were found
computationally are compared with those that are explicitly stated in a specialized scholarly book in this
field. It was found that only about one third of these pairs exactly matched those that are computationally
found. However, most of the other pairs of similar ayahs that were mentioned in the book showed less
similarity than those that were found computationally. The main contribution of this work is showing the
value of the proposed computational solution through finding similar Quranic ayahs beyond those that are

documented in the specialized books.
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1. INTRODUCTION

Quran is the book of God and the holy book of
Muslims. It is composed of 114 chapters (surahs),
each composed of a varying number of verses
(ayahs). One observation about Quranic ayahs is
the obvious similarities among them. Because of
the perfect eloquence of Quran, this similarity has
attracted the attention of many Quranic
interpretation scholars. They tried to explore why
a given ayah comes in one form in one place and
comes in another very similar form in another
place. Moreover, extracting similar ayahs,
comparing them and reasoning about their
differences will be useful to better-understand
their meanings. It also uncovers more and more
glimpses of miraculous eloquence of Quran. That
is why numerous books were authored to identify
and to study these similarities under a specialized
Quranic science that is called “Mutashabeh An-
nathem” (P «liie) or synfactically similar
ayahs.

The main questions that will be answered in
this research are: (1) is there a computational
approach to discover similarity between Quranic
ayahs? (2) how to prove that this approach is
useful in discovering similarity between Quranic
ayahs. To answer the first question, an algorithm
that is based on longest common substring
algorithm is proposed and implemented to extract
similar Quranic ayahs. To answer the second

question, the proposed algorithm is implemented
algorithm and used to extract similar ayahs. Then,
a comparison between the similarity results in a
selected specialized book and the results that were
found computationally are compared.

The main motivation of this work is that the
automation of extracting similar ayahs may
uncover ayahs' similarities that could have been
overlooked by the scholars in this field. As a side
product of this research, a new algorithm that
measures the similarity between two strings is
proposed. In addition, this work offers a new
application of string algorithms in the context of
natural language processing in general and in
serving this holy book in specific.

The algorithm (named MAIN) that is proposed
to computationally find similar ayahs is based on
a model for defining the similarity between a pair
of ayahs. The similarity between a pair of ayahs is
modeled wusing similarityRecord structure. A
similarity record encapsulates a pair of similar
ayahs: the ayah for which similar ayahs are found
and is referred to as firstAyah, and the ayah that
shows obvious similarity with firstAyah which is
referred to as secondAyah. To show the validity of
the proposed computational approach, this
algorithm was not used to extract similar ayahs of
Quran. Instead, the MAIN algorithm takes the list
of firstAyahs for which similar ayahs are sited in
one of the well-known books in this field. This is
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done by creating a similarity record for every pair
of similar ayahs that are mentioned in the selected
book. These similarity records are then taken one
by one where two sub-algorithms are applied on
each of them. The first sub-algorithm, called
MEASURE-SIMILARITY, computes the
similarity between firstAyah (of the current
similarity record) and every ayah in Quran. To
maintain this information, it creates a similarity
record for the firstAyah (of current similarity
record) and each Quranic ayah along with a
similarity measure in a sorted vector. This sorted
vector will be the basis of comparing the ayah
similarity records that are found computationally
with those similarity records that are stated in the
selected book. The second sub-algorithm,
PROJECT-TO-LEVELS, projects the similarity
records of the book into one of eleven similarity
levels. This projection is based on the rank of the
similar second ayah as stated in the selected book
in the sorted list of similar ayahs that is found
computationally by MEASURE-SIMILARITY.

A literature review for related work was
conducted by the author. In the context of string
similarity measuring algorithms, a number of
them were proposed in literature. The following
algorithms may be found: Dice [1],
Levenshtein[2], Smith Waterman [3], Jaro [4],
Jaro Winkler [5], soundex [6] and longest
common substring (LCS) [7]. Among these
algorithms, the most appealing algorithm in
finding Quranic ayahs similarity was the LCS
algorithm. This algorithm will be used in MAIN
algorithm for measuring the similarity between
two Quranic ayahs as will be shown below.

In the context of finding similar Quranic ayahs
computationally, a number of research papers
were found. The work in [8] proposed an MQVC
approach for retrieving most similar ayahs in
comparison with a user input ayah as query. For
comparison, a reference to specialists who
identified all relevant surahs and ayahs to the
targeted ayah was used. However, it was not clear
from this paper the details of how the similarity
was measured. In [9], an NLP method was found
to detect the semantic-based similarity between
the verses of Quran. They exploit the distributed
representation of text to learn an informative
representation of the Quranic passage. Then a
mapping is done between Quranic ayahs to
numerical vectors that encode the semantic
properties of the text, then similarity is measured
between these vectors. In [10], semantically
similar or related ayahs are linked together. In

[11], they used clustering techniques to classify
ayahs from Chapter 2 in Quran (Surat Al-
Bagarah). They used English translations and not
Arabic text. In [12], they used Word2Vec and
Sent2Vec models to find similarity. Work in
[91,[10],[11] and [12] differ from our work in the
sense that it focuses on semantic similarity, while
our work is focused in measuring syntactic
similarity. They also used English translations of
Quran instead of Arabic text.

This paper is structured as follows: section 2
presents the MAIN algorithm; in section 3, a
discussion to prove the validity of the MAIN
algorithm is presented; the paper ends up with a
conclusion and a number of references.

2. MAIN ALGORITHM

To show the value of this work in
finding similar Quranic ayahs, the similar ayahs
that are mentioned in one of the specialized books
in this context is regenerated by computation.
This will prove that by computation, more similar
pairs of ayahs may be found. One of the most
known books in this context — titled Malak At-
taweel (Jas3 @) authored by Ghirnati (Bb )
in the thirteen's century— was chosen for this aim.
This book presents pairs of Quranic ayahs that
show obvious similarity. It also presents a
justification to show that this similarity is not a
useless repetition by showing that each ayah
perfectly serves its context in Quran. To model
similarity between a pair of ayahs in this paper,
the SimilarityRecord structure is defined (Fig-1).
This structure encapsulates a pair of ayahs and a
measure of their similarity. The
computedSimilarityRecords field is a sorted
vector of similarity records for the firstAyah with
every ayah in Quran. This field will be the mean
to compare between similarity pairs that are
documented in Ghirnati's book with those that are
found by computation.

class SimilarityRecord {
Ayabh firstAyah;
Ayah secondAyah;
double measure;
Vector computedSimilarityRecords;

}

Figure 1: SimilarityRecord structure

The MAIN algorithm is shown in Fig-2.
The goal of this algorithm is to define a similarity
record structure for every pair of similar ayahs
that is mentioned in the Ghirnati's book. By
comparing the similarity pair of Ghirnati's book
with the similarity found by computation (using
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the computedSimilarityRecords field), it may be
proven that computation uncovers more similarity
pairs than those that are mentioned in Ghirnati's
book.

I
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Figure 2: MAIN algorithm

2.1 Construction of Ghirnati
Records Vector

The first step of MAIN algorithm is to
create a similarity record for every pair of similar
ayahs that is mentioned in Ghirnati's book. These
records are maintained in
ghirnatiSimilarityRecords vector. The
construction of this vector is essential because the
rest of the MAIN algorithm processes the
similarity records of this vector. Table-1 shows an
example of a similarity record for a similarity pair
that is mentioned in Ghirnati's book. Only the
first two fields are set with values at this point.
The other two fields will be computed latter by
the MEASURE-SIMILARITY sub-algorithm.
Ghirnati's book contains 456 pairs of highly
similar ayahs.

Similarity

Table 1: A similarity pair record for a selected ayah
from Ghirnati's Book.

Field Value

firstAyah L 0 ¥ 5 Uiadh i 0 i 5383 Y L | 5)

(Osran e ¥y de lgie 25 ¥ ydclis

e O ¥ 5 L o (5 5m5 Y Las 1 5815)
(Csrabpn ¥ ydclid lgasii V5 Jae

secondAyah

measure To be calculated by MEASURE-

SIMILARITY
computedSimilari To be calculated by MEASURE-
tyRecords SIMILARITY

The ghirnatiSimilarityRecords vector is
constructed manually. In other words, a similarity
record is explicitly constructed and added to the
ghirnatiSimilarityRecords vector for every pair of

similar ayahs that is mentioned in Ghirnati's
book. The addition of the similarity record to
ghirnatiSimilarityRecords vector is shown in Fig-
3. This record is added because it was mentioned
in Ghirnati's book that the ayah 48 of the second
surah showed high similarity with ayah 123 of the
same surah. By the end of this step, all pairs of
similar ayahs that are mentioned in the Ghirnati's
book are recorded in this vector.

\ghirnatiSimilarityRecords.add(new SimilarityRecord(
Quran.getAyah(2, 48), Quran.getAyah(2, 123));

Figure 3: ghirnatiSimilarityRecords vector
construction

2.2 Building computedSimlarityRecords vector
field

Once constructed, the similarity records
in the ghirnatiSimilarityRecords vector are taken
one by one through a loop (Fig-2). For each
Ghirnati similarity record from this vector - name
it currentGhirnatiSimilarityRecord -  the
MEASURE-SIMILARITY algorithm is applied
(Fig-4). This algorithm computationally measure
the similarity of the ayah stated by firstAyah field
of the currentGhirnatiSimilarityRecord with
every ayah in Quran. It returns a sorted vector that
is assigned to the computedSimilarityRecords
field of the currentGhirnatiSimilarityRecord.

{ currenfGhirnati.

inpuidvah= currentGhirna
inputdyah Text=

|Lct cierrentdyaf be th

meas
currentAvahTex=

L

common = LongestCommonSubsiri

Figure 4: MEASURE-SIMILARITY algorithm

MEASURE-SIMILARITY algorithm is
composed of two nested loops. The outer loop
takes the ayahs of Quran one by one. Name the
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ayah that is being compared against the inputAyah
in the current iteration as currentAyah. The
variable measure is an integer that represents a
quantitative measure of similarity between
inputAyah and currentAyah. It is initialized to
zero in the beginning of each iteration of the outer
loop. In other words, it is initialized to zero for
every currentAyah. The variables inputAyahText
and currentAyahText are initialized to be the texts
of the inmputAyah and the currentAyah
respectively. These variables are used as a side
copy of the text of the tested pair of ayahs so that
the original text of the ayahs' is not changed. This
is needed because the similarity measure
calculation requires repeated deletion of common
substrings between inputAyah and currentAyah
texts.

The inner loop repeatedly finds the
longest common substring — called common -
between inputAyahText and currentAyahText. In
every iteration, the measure variable is updated
by adding the value of 2 raised to a power that is
equal to the length of common. Then the texts of
inputAyahText and currentAyahText are updated
by deleting common from both. The inner loop
terminates when the length of common is less
than two letters. By the end of the inner loop, the
computation of the similarity measure between
inputAyah and currentAyah is done. So a new
SimilarityRecord is created and is then inserted
into the SimilarityRecordsVector which is a
sorted vector. The similarityRecordsVector will
grow in size until its length becomes equal to the
number of ayahs of Quran (at the end of the
execution of MEASURE-SIMILARITY
algorithm). In other words, the outer loop
terminates when the similarity measure between
firstAyah and every quranic ayah is calculated.

The algorithm returns the sorted
similarityRecordsVector. Referring to MAIN
algorithm (Fig-2), this sorted
similarityRecordsVector will be assigned to the
computedSimilarityRecords field of

currentGhirnatiSimilarityRecord. At this point,
the similarity data between the firstdyah in
currentGhirnatiSimilarityRecord and every ayah
in Quran is computed and recorded.

Table-2 shows a part of the
similarityRecordsVector that is constructed by the
MEASURE-SIMILARITY algorithm for the
Ghirnati similarity record shown in Table-1. It is
described to be 'part' because it is actually
composed of a very long list of records that is

equal to the number of Quranic ayahs. The first
three fields are set with values, while the
computedSimilarityRecords field is left with no
value because it is not needed. The measure
column is decreasing because the
similarityRecordsVector is sorted according to
this column. The first similarity record is the
record that has secondAyah to be the same as
firstAyah. This is expected because the most
similar ayah to the firstAyah is the firstAyah itself.
This record is excluded from  the
similarityRecordsVector. The secondAyah field in
the first similarity record is supposed to be the
computationally-found most similar ayah to the
firstAyah (excluding the firstAyah itself). Based
on the approach that is used to measure similarity,
the most similar ayah is the ayah that has the
longest common substring with the ayah under
consideration and hence the highest similarity
measure value. In this specific example (Table-1),
it happened that the computationally-found most
similar ayah is the same similar ayah that was
stated in the Ghirnati's book for firstAyah.

Table 2: SimilarityRecordsVector that is computed by
MEASURE- SIMILARITY algorithm for the Ghirnati
similarity record shown in Table 1.

firstAyah secondAyah Measure
e ol i Y Las |58l
1 Jae e dily Y5 Wl Gl | 1.1259E+1
pa Vs Aclid leain Wy 5
Oyl
1580 5 e e Yo
2 . iR 16470.0
o e el g Y s Ospaispa ¥y lud
L e
3 CETEETIET N, im0 08| 16462.0
= O3 ob Vs e )56l o
Y5 Lind i oLl Y o plé
4 Dot L) gy 104540

2.3 Projecting Ghirnati records into Levels

By reaching this point in MAIN, a
currentGhirnatiSimilarityReccord will have the
computedSimilarityRecords vector field
calculated. As  mentioned  earlier, the
similarityRecordsVector that was calculated by
MEASURE-SIMILARITY is assigned to this
field (i.e. computedSimilarityRecords, refer to
Fig-2). Running the PROJECT-TO-LEVELS
algorithm (Fig-5) is the last processing step for
the currentGhirnatiSimilarityRecord in MAIN
algorithm loop. The purpose of this algorithm is
to add the currentGhirnatiSimilarityRecord to one
of eleven similarity levels that together compose
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the SimilarityLevelsArray. For each of the eleven
similarity levels, there is a corresponding vector
of Ghirnati similarity records. The
currentGhirnatiSimilarityRecord will be added to
the  SimilarityLevelsArray[l] vector if the
secondAyah of currentGhirnatiSimilarityReccord
is the same as the secondAyah of the [-th

similarity record in the
computedSimilarityRecords ~ vector  of  this
currentGhirnatiSimilarityReccord. ~ In  other

words, a similarity level is the rank of the ayah
that is stated to be similar — for a given firstAyah -
in  Ghirnati's book within the list of
computationally-found similar ayahs for this
given firstAyah.

In the following, how PROJECT-TO-
LEVELS algorithm works is illustrated. Its input
is  currentGhirnatiSimilarityRecord  (Fig-2).
Initially, the variable /level is set to 1. This
algorithm is composed of a loop where the first
ten records from computedSimilarityRecords
vector of currentGhirnatiSimilarityRecord are
taken one after another in each iteration. Name

this taken record as
currentComputedSimilarityRecord.  Next, the
secondAyah field of
currentGhirnatiSimilarityRecord is compared
with secondAyah field in

currentComputedSimilarityRecord. 1f they are the
same, then the level for
currentGhirnatiSimilarityRecord is the current

value of level. In this case,
currentGhirnatiSimilarityRecord 1is added to
similarityLevelsArray[level] — vector and the

algorithm terminates. Otherwise, the level is
incremented and a new iteration is needed. The
continuation condition of the loop is checked. If
the level is less than 11, then a new iteration starts
and the next computedSimilarityRecord is taken.
Otherwise (i.e. when the value of level is 11),
currentComputedSimilarityRecord should be —
anyway - added to similarityLevelsArray[11] and
the loop terminates.

By studying this loop, it can be seen that
it iterates at least one iteration and at most eleven
iterations. It iterates only once in case the
secondAyah of currentGhirnatiSimilarityRecord
is the same as secondAyah for the first similarity
record in computedSimilarityRecords of this
currentGhirnatiSimilarityRecord. On the other
hand, it iterates eleven iterations in case the
secondAyah of currentGhirnatiSimilarityRecord
is not the same as the secondAyah of any of the
first ten records of computedSimilarityRecords of

currentGhirnatiSimilarityRecord. In  between
these two extremes, the number of iterations will
be equal to the similarity level of the
currentGhirnatiSimilarityRecord. This similarity
level is the rank of the similarity record within
computedSimilarityRecords whose secondAyah
matches the secondAyah for
currentGhirnatiSimilarityRecord.

/ current

Let currentCompute
currentGhirnatiSimile

P
>

Figure 5: PROJECT-TO-LEVELS algorithm

To show how this algorithm works with
an example, consider the Ghirnati Similarity
record that is shown in Table-1. If PROJECT-TO-
LEVELS algorithm is applied on this similarity
record, then it will be added to
SimilarityLevelsArray[1]. This is because the
secondAyah field in this similarity record is the
same as the secondAyah field of the first
similarity record in computedSimilarityRecords of
this Ghirnati Similarity record (refer to Table-2).
Assume for example, that the secondAyah of the
Ghirnati  similarity record matched the
secondAyah field of the fourth record of
computedSimilarityRecords, then this Ghirnati
Similarity record should be added to the
similarityLevelsArray[4]  vector. =~ Moreover,
assume for example, that the secondAyah field of
the Ghirnati similarity record did not match the
secondAyah field of any of the first ten records of
computedSimilarityRecords ~ vector  of  this
Ghirnati similarity record, then it should be added
to the similarityLevelsArray[11].

3. DISCUSSION

The MAIN algorithm was implemented and
applied to the 456 similarity records of the
Ghirnati's book. Table-3 shows these similarity
records projected into similarity levels. Note that
only 38% of the Ghirnati's similarity records
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matched the computationally-found most similar
ayah. By studying the patterns of similarity, a
number of observations can be easily seen:

First, many of the similarity pairs that
were found in the Ghirnati's book are not based
on the length of matching substrings. Many of
these similarities consider semantic similarity in
addition to the syntactic similarity. Second, many
of Ghirnati's similarity records are based on
certain portions of the ayahs while the similarity
record that is found by computation may detect
similarity in other portions of the ayahs. In other
words, it tries to find similarity based on the
largest substrings that are common between the
two ayahs, regardless of the location of these
common substring within these two ayahs. Third,
it can be noticed that the same ayah has many
similar ayahs because similarity may exists
between different portions of the same ayah with
the other similar ayahs. In other words, you will
find two ayahs that are similar to a given ayah
where similarity occurs in different portions of
this ayah.

Table 3: SimilarityLevelsArray vectors sizes

level Similarit)\//léi:;lsg;;ay[level] TR
1 175 38%
2 60 13%
3 31 7%
4 22 5%
5 18 4%
6 10 2%
7 10 2%
8 13 3%
9 8 2%
10 6 1%
11 103 23%

sum 456 99%

In the following, samples of some
similarity ayahs from various levels, is shown.
The shaded ayah, is the ayah that was cited in
Ghirnati's book as the similar ayah for the ayah in

firstAyah column.
Level-1 Sample

In this level, the computationally-found
most similar ayah matches the one that is stated in
Ghirnati book.
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Level-2 Sample
This sample shows that a
computationally found similarity is not
necessarily based on substrings that are composed
of complete words. For example, the

computationally found most similar ayah found
the common sub-string (=& Js& s& L) with a part
of a word (=&). Moreover, it may be noticed that
some of the similar ayahs have the same measure
value.
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Level-3 Sample

In this sample, it can be seen that
Ghirnati  sometimes  considered  semantic
similarity. Syntactically, the firstAyah is more
similar to the first two ayahs in the secondAdyah
column than the secondAyah in the third line.

Meas
firstAyah secondAyah ure
o g ol Lall il oS el 4204
1 A Ma ) e Al s 5 (53 G | 2L 9.7E9
OsS s Lee
5 Gan ) g 0w Do gl dul 3 5 1,073
1 seks ela sladl (e W 33l 74E9
(o 4dad Ulans 558 =3l sy 530 8
3 G5l s 8 LS abang g Ly iS clandl | 2625
O sl (e Ay Glaal 13 4D e 30 54
O g ot 13 adle
sl s . A
CI:L)”'J“')a q\__ﬁqu;)'auauow\wdéf\\g%lﬁ)
G O bﬁﬂcﬂ‘)@i@‘i%}btgﬁ&
4| oA Gilin s Al 58 Lealla (g J3 a5 LS) e 3361
i 13) 25 Lgidia el s 0513l 5 el (s 4.0
Y U | f Ol Axis 5l 13 e 5 ) 15 il 4l
SRR Ostas asil ALY ASI
L5 e Glich s dias e din ad 0 5S5 o) aSaad a4

Ll 5l S e b Al e Lgins (e 5 o
5 ‘“-j:ﬁ“ ) Ll slinan 4y 53 Al Sl adbial

S el LYY Sl GIAS 8 Jiald 4
uﬂhSu_l\)uH O3S

3327
4.0

sl s
O58% Slal | sla (e el L sl 2 5 ) i) e
B PRV e Aol oa Dl ol e
6 han due (o el ool s jed e | 3296
OAS ) (e Bty A S Ga L ol | 6.0
adelaal i Lasen ola iues U 3 A&

4l al8 cle clasdl e J 3t A o) 5 Al
7 O 2aa Juall e Ll sl liie il a8
g a5 Ll Clita yen s

3294

s L oS3 @l lage ()Y oS s 31 | 3292
Oelalsii 4l alislesladl G J3ls 2.0

size.

firstAyah secondAyah l\ﬁizs
e e e . 3.355
5 ole 3 S0 g & 63 )
1 saigdle 5z 5o s agld CudS a8 & 0K, ol 4AET
saisale s 5o 8 peld (g L agily o
5 ?@:‘3‘ S gall ugh Claal g ﬁm\).:\ ?35) 2097
158 (15 pgallad ) (IS Wb il ol | 178
o pellas e
Caad 5 abny (o I AVl s 5 ael Cui 1048
3 | gmal Jhlb | shala 5 0 5330wl gus 2 Al JS 602
Glie (IS (o agiials Gall o
. 1 A A RO 1048
4 3saiy )l laal 7 5 0 8 agld XS 590

5 | eeldcuis Ot 15I 5 Ue 1523088 &~ 63 o 8 agld C0XS | 5243

M il 06.0

. '_’LCJ | asdisdle s mshash Sl (e opill L oS W
FOENS el ) agiela dl V) aealay Y addas e s | 6557

O Wl 18, el el 1l 80
e 4] L ge 5 Laa e 81 U] 5 45 il 5f Ly
; padn (ga il g 25 dle s s a s o Jia | 3279
Aleall Lalls 3y o ) e 0.0
8 Ldylals s shsales 4038'
. v 2126.
9 S Jgm phelay (5o B a8 agli Lid 26l 0
Sieda ) e o) 0 3 Sela o e
10 T psh am (e slilS oShaa 3 15 S S50 1066,

Sl i) 63T 15 836 Ay BIA1) 3 oSl 55 0
Ul

Level-5 Sample

In this sample, it is clear that similarity
may happen between one ayah and other ayahs
but at different portions. Ghirnati has considered
the similarity between firstAyah based on a
certain portion of it. On the other hand, the




Journal of Theoretical and Applied Information Technology

15 September 2024. Vol.102. No. 17

© Little Lion Scientific

I

S

S/Mminl

ISSN: 1992-8645

www.jatit.org

E-ISSN: 1817-3195

computationally found most similar ayah showed
similarity with the firstAyah but in a different

portion of it.

Meas
firstAyah secondAyah ure
I Oe Cuadl #5305 cudl (e (ol 7 A
1 S o 1.099
O AT QXS 5 Lt ga 2y ia yY) o SE12
elasd) (a8 3 (yo g o20m o5 1A oy 2634
2 QIS ) aSila ) ila Bl qe Al W 6ES
Odala
Cre d aSile dll Cuas )5 SH) (il g 3355
3 Y G Vs slendl (e oS85 e GUA |
i s %) 46E7
o i ORp (S s Y]
(]
Py PSR |l el g A sl el GlE ) | 2359
sland) 058858 Sl A S Al (el 2 2es | 606.0
oal g Y — 2 " -
5 | qandidlly | AR Glled) e S5 5a B 2097
eyl | Omedla i sfem JdSUsius 5140
T O el el il s
6 e “—i’l@‘ > Oe udl 7 5355 ~—'M5‘ el z A 698.0
5%”";@" Slas o LS (e 355 ’
‘JA - € n
s all | slandl n pgdls Loy gl (o Lo M 153 ol
7 DYy | Rk ) oY e i L gl g Y5 | 5244
A sl g | e JSTAY Sl b o) cland) 0 eS oele | 74,0
055 N Ji e
pele il 1 @815 1 il (s A ol o sl 2622
Oy | 5318 Ly ’
Ll ¢y sale ¥ oSl (3 shay (0 S 31 5 1312
9 oSl 5258315 Sl 5 o) oS Jrn 5
. o 42.0
U RS
10 ol o Jrasda ) Gl g ol gm s | 1311
05085 Lo DL sxdY) 5 jlaidly 54.0
Level-6 Sample
Meas
firstAyah secondAyah ure
u~==‘ L’;'AH Sle Ll QS s 5a Lgﬂ e:\ 2097
1 sUl aglal das 55 (538 5 ¢ o5 JS Dpuaadi 302.0
O o) ’
) G ped 0l V) Sl e WLy 2663
Glmiagy | Osemesdlie s smsadEE 1 06.0
g ) el o e W3 Ui 2624
- sl SR il B 10.0
> 9 pgadd
Gl luedicly | saial e Gally Gl U e W) 2623
4 | UWyseVs | cilleglede Jon lals Jia (e g 4nidili 740
sl elile A5 agale ’
eost JS Ul P e o
o L Lyl 3 SIS agl
N R A TR 2
5 ) 43 O Al st (81 (5 i laa oIS
Gy | TROREE a = 46.0
el | O esl s g 535 S IS Juaiiy
6 Sl gl ey ) e eadl) c;gd}di 3285
Calasall (5 iy 5 538 5 1 sial (1) 0.0
7 Ol G35 Y ol Al IS e Camiasas | 1746
Ot aa Y g )5 S 6.0

3 P s sl Ll Do Al U 000 Ui 355 1650
05 1 518 L agie Jum g db gall () | salad 6.0
iila Crag] dien 55 e 4 Jumd Y
Lo s aguadil ) ¢y shim Lo s ol shoms () agia 8922
9 CUSH ehile b Il 5 0 (ha iy pumg ’
8 Juh S s (S5 ol e e g il | O
laSae il ate QUK elle J‘).\i Lﬁﬂ‘ EYY
b ol Ll gl jal s sl ol o
10 Al) elasy) ate 4l Lo () snid ) agasB | 8382.
LR PP LINAPPRL P L AL P 0
e (ga JS 4 Ll 05l 58 alall 8 sl 1
LIV Sl V) S e Ly
Level-7 Sample
firstAyah secondAyah Measure
o slandl b (ya i o
1 Osaleind Lials oSle Juy | 262234.0
¥ as
5 )5 4 aSasmy f atial
o liali oSle sy 58
2 S STST 134174.0
Y 5 S Lay oS8 ok o I !
Leasi 43 Lle oK1 5aa3
s o elandl b e
sy ) o ‘f uA el
3 55 o 18 N s 8242.0
dﬂ)if) aslie (558 ,aldl a5
aSaal ola 13 i Alida WSile
4 Y oty Ul 45855 2 5l 4170.0
. Ok
Ol piiald ’
Sl oSl 8 0 L
s ol s Dshall s wSlae 55 oS 520 1206.0
oSle Qs Ol aSile W35 (Y ’
Y Lala skl
AUl A i L
b gl gl Al
6 S sguladasygay 11420
Blal) Cansa LAY 13)
7 323 Y S el iy 1074.0
I Lile
B Oe B g LeSile
8 ’ M 1070.0
Ol _paiiss Aa odladg 7
V) i 4l of il S L
slclaa el e sl s
9 U oms s Do 618.0
o f;.t?un 5 S Ol el
10 ety s GV ag i Gty 618.0
Oy ¥ S (e il
Level-8 Sample
Mea
firstAyah secondAyah sure
VIS e Ul S ey | SR oY (s e il | 2,88
1 Ol e pill st Vs ?@J:EUA‘_,;J\Z_\EL:ULS;@S 23E1
o Ly ol sl el QoS e ) sas 7
2| OSSLORS RN g a1 G | 2,88

6348




Journal of Theoretical and Applied Information Technology

15 September 2024. Vol.102. No. 17

© Little Lion Scientific

S

I

S/Mminl

ISSN: 1992-8645

www.jatit.org

E-ISSN: 1817-3195

DIls aeld e (il Adle | agld e 0l Adle S eS| 23E1
U585 Al a5 AN | VU5 558 adl 5 agie ST 5iIS 7
Oslias Lo pgie il L g )Y 8
PSSR
15 hid )Y A1 g e ol
peld o (pdll Adle (S S
3 A OIS Ly B agie ail 1 5ilS 5 | 1.44
i sbaudd) s (ansaad | 11E]
Lol (IS 4 g )Y1 A Y 7
15 ohid Y1 A1 g e ol
peld o (pdll Adle (S S
156058 58 agie 2l ) 5ilS 720
4 Lo T L g e 5 Y Pyt
Sl aglu ) aglela 5 s g jec
1S OS5 pgallnd ) (S Lad
O sallay agusil
(FEUXEPES G (U PPN P
e 158 il ddle S @S| 1.40
5 16155 58 agie 231 aa 1 5ilS oeld | 74E]
psdll palali W & | 4
Gls Om ) (g0 pgd S L
Vs, V) lld g il i s 1.09
6 O S Jal 15l ael a8 | 9SET
Osalad ¥ i€ 2
s baild (i Y1 (8 15 e B 429
7 OIS dd e 0l Adle (IS as SO0E9
O e o S|
> Ve, V) el Ul i L
8 ¥ o3 o) S ol 1Lli pet | 134
oAl 21E8
Ozl
(o8 )5 e (e o186 e il 5 4260
9 Adle S S 15 kil N1 | 114,
OmdSall 0
Y sy el IS 3 ey 38)
Gselall | satial g il el | 4260
10 Ciia (e pglag ) (538 (e pgiad | 038,
LY g gl ALl 4l |
Sl Adle oIS (a1 il
Level-9 Sample
Mea
firstAyah secondAyah sure
il Y 2 sedl dlie 3 ol
Al s o) BB petle o s | 1.09
1 @Ay el gal Gl (8lg sagll | 95E]
Sy d e lllealall e dlela | 2
i Vs
i Al IS Qs 5l il (i
L ol ISy a1 sy i ey il gt e
2 SEobboe G el e by | LT
O el Losmy el a0 Gl s (e sl sl congl | 00
Oe dl e ll s alal) Opallall 13 i) alell
s Vs s )
&l glandl élle Al ) of alas A 2622
3 s e d 53 e oS e s o Y1 54
i ¥ s
Vs ué)m & O i g 2622
4 o e dlh 50 e oS lag slanddl 46
i ¥ s

6349

G S ) el ol 1 ¢ 2622
5 o dl) 93 (e oSl g Cuay g 33
onai Vs I
p oS Ly ) (b (s Jmma o Loy | 2622
i Vg Gy e dll (52 e 30
O ela La a2y (o 4 lala (o
7 ?s;tgi,iugtgi g Isllas Jib ol 1312
o Sl 5 Vil 5 aSolii g Uslusis | 42
Ol e dll il Jan Jgi
) A A 5 g oS S B
ol 1 L) aga sil | I8 3 dna cpAll
LSl (553 (e (3205 Lan g oSia
3 sbarall 53 glanll oSin 5 Wi lay5 oS5 | 3291
JA V) eas s by ) e i o 4
Al Loy ell o jaxind 4y anl )
UK 5 elle Uy ) oo (o dll g l)
D) o) 5 Ll el 5
L a5 Ly g Ul ol 33 U 1699
9 Gy 5l 05 pelal de gl a4l 30
1S3 ag) :
10 A g el el sl 3l Sy 1654
B Oe SN 6.0
Level-10 Sample
. Mea
firstAyah secondAyah sure
Lo, A Sl Adoa ad sy | 1,51
1 o snr L pus3 ¥ s dll a )i 3 US| 116E
e (S3al 23
238 L JB Lumd palal e I
o e al) (e oS e dll | g2 147
5 BISEP-PEPNSTRERIFUA S7AE
preball Gl it Vs s 0
LeaShal any Y1 s Y
Oniase o35S () o8I ya SIS
psila J8 lalla aalad 2545 ) 5
ﬁeﬁédjweﬁuﬂl\}@\ 1.84
3 adlagey, | e o2 e st 467E
phial s s |y 3 S Aad) g 58 a3 05 yaatudd | ]
5 J5 el AU A nfaes 9
oS Ll | s2e)
Sopeall e el dE Ll alal e i
OedinaSiela | Ysepe Al GeoSiledl el 175
4 AaEeds Sy, | Sl A O el JSAll | st | 921E
LB a &1 | as e oSle Al 3 s 13
) i S Jae
L goeci Y 5 ) - ’
?i:;;ﬁ sl o AL J8 ot ldl e Uy 175
5 ¥ e Y el o) o e Afg(.weﬁu«nl 921E
SEP] 13
Lpel il Ji s aalal sle 1, | 173
6 el e A dB o sl de Sy
0585 W b e al) (e S Ll 13
pALJE s Nl slle il 1439
7 GHose Al e Slledl 1522l 805E
mbie ap Clie e Calal 12
pALJE A ) lasillef il 439
8 Sl o e al) (e oS e dll 52e) | 8O4E
s 12
9 A ) suel O agie Y suy ad Uk | 4.29




Journal of Theoretical and Applied Information Technology
15" September 2024. Vol.102. No. 17

S

I

© Little Lion Scientific

SMminl

ISSN: 1992-8645

www.jatit.org

E-ISSN: 1817-3195

OGN o 2 Al Ge SILe 496E
9
PPN E PR 536
10 b 871E
a‘h‘: 8

4. CONCLUSION

In this paper, an algorithm is proposed to measure
the similarity between a pair of Quranic ayahs. To
show the value of the proposed algorithm in
finding similar second ayahs for a given first
ayah, the most similar ayahs for the ayahs stated
in a selected specialized book are found
computationally. The most similar ayahs that are
found computationally for the first ayahs in the
book are projected into levels. A similar second
ayah is projected into level i, if it is ranked as the
i-th ayah in the list of the computationally found
similar ayahs for the first ayah. It was found that
about 38% of similar ayahs that are stated in the
selected book exactly matched those that were
found computationally (i.e. they were projected
into the first level). However, computationally
found similar ayahs show more similar ayahs than
those that were stated in the selected book. The
main reason behind this difference is that scholars
did not only consider syntactical similarity but
also semantic similarity when presenting similar
pairs of ayahs. Another reason is that similarity
between a given first ayah and other ayahs could
be in different portions of this first ayah. Thus,
the scholar may have focused on similarity in
specific portions of the ayah, while there may be
other portions of the same ayah showing more
similarity with other ayahs. The main result of
this work is showing that computation may help
in discovering similar pairs of ayahs that were
overlooked by the scholars in this field. As a
future work, an ayah similarity dictionary may be
built using the proposed algorithm. Also, the
same approach may be used to measure the
similarities between Quranic surahs.
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