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ABSTRACT  

Photovoltaic (PV) systems are now viewed as being crucial to the advancement of renewable energy. In 

order to maximize the performance of the power grid in accordance with market demands and prevent 

issues with solar generation due to instability, smooth solar energy generation requires precise and 

trustworthy forecasts. In order to estimate the solar system's output power, machine learning regression 

models were used to assess the solar system's performance. For the solar generation dataset, machine 

learning models based on linear regression, such as Multiple, Ridge, Lasso, Decision Tree, and Polynomial 

regression, have been applied. Performance measures were used to quantify how well the behavior of the 

suggested technique fit the dataset. The study's findings demonstrate a 93.7% accuracy rate for the 

polynomial regression model with a lower value of Mean Square Error (MSE). 

Keywords: Photovoltaic, Solar Energy, Machine Learning, Regression, Polynomial Regression. 

 

1. INTRODUCTION 

Energy is one of the primary sources for economic 

development and industrialization. Therefore, 

rationalizing the use of energy and renewable 

energy resources is one of the most important 

research points. Renewable energy plays an 

increasing role in achieving the goals of 

sustainable development and protecting the 

environment [1].  

At present, solar energy is recognized as one of the 

most promising clean sources of energy in the 

world. Solar energy consumption rises as 

technology advances, which leads to an increase in 

the number of applications that use it [2]. 

Furthermore, prediction of photovoltaic systems is 

a key aspect of science to support efforts to 

integrate solar energy with power grids and it 

improves the planning and operation of PV 

systems [3]. In addition, power prediction 

maintains a balance between power generation and 

consumption, which leads to the economic 

advantages of electrical utilities.  

On the other hand, Machine Learning (ML) is 

primarily concerned with designing and 

developing algorithms that allow a system to learn 

from historical data in such a way that they can 

learn and improve their performance automatically. 

Supervised machine learning, including 

classification and regression, is used to predict a 

discrete class label and a continuous quantity, 

respectively [4]. Photovoltaic systems can be 

predicted using statistical methods such as 

regression models. Several models based on linear 

regression can be used to predict the solar energy 

covering a given area in a given time period, such 

as multiple linear regression [5]. 

In this research, the proposed model used different 

types of regression techniques, such as simple 
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linear regression, multiple linear regression, lasso 

regression, ridge regression, decision tree 

regression, and polynomial regression, for 

predicting the amount of power generated by a PV 

system. 

The remainder of this study is organized as follows: 

In section 2, a literature review of the work 

developed with techniques based on regression is 

provided. Section 3 describes the methodologies 

used in the proposed model. In Section 4, the 

proposed model is introduced. The description of 

the dataset, dataset visualization, and the 

experimental results are introduced in Section 5. 

Finally, the conclusion and future work are 

discussed in the last section. 
 

2. RELATED WORK 

Authors in [1] studied the relationship between 

solar radiation and temperature and applied this 

relationship to different datasets for various 

countries. They used the linear regression 

technique to assess the solar radiation. In [3], the 

researchers applied regression models using only 

one year of data to better estimate solar power 

generation from the overall data usage. The 

researchers found that the saturation intensity 

variables are the most important feature of solar 

power generation in daylight.  

     Thombare et al. in [5] used Python to apply 

a linear regression model to predict solar energy. 

They used the root mean square error and score 

value to evaluate the model. Rishal et al. [6] 

proposed model by using a simple regression by 

Python open source. This model can be used 

anywhere as long as all the necessary conditions 

are met for the model. 

     The researchers in [7] proposed a 

mathematical model to forecast solar energy. The 

ambient temperature, cell temperature, and sun 

irradiation are the main variables considered when 

estimating solar power in their model. A multiple 

linear regression was used by Mohamed and 

Badrul in [8] to forecast the possibility of solar 

energy. The artificial neural network technique and 

regression are used in [9] to estimate the amount of 

solar energy. They used the weather conditions in 

India and Malaysia. They evaluated the proposed 

model by using root mean square error. In [10], 

Chia-Sheng T. et al. used grey wolf optimization 

and regression neural networks to predict the 

photovoltaic systems with more accuracy in less 

time. 

    The researchers in [11] proposed model by 

using the decision trees and the regression. Tests 

on different datasets show the effectiveness of the 

method compared to the output of traditional 

regression and decision tree methods. The 

polynomial regression model has been used to 

characterize the relationship between stresses and 

drilling depth in [12]. In [13], authors proposed a 

polynomial cube least squares regression to predict 

cost in the commercial sector. 

 

3.  METHODOLOGY 

   This section presents the methodologies used 

to predict the AC power generated by a solar 

system. 

 

3.1.  Regression 

Regression is a statistical tool for assessing the 

relationship between a dependent variable and one 

or more independent variables. So, the regression 

analysis is used to estimate the expectation and 

conditional expectation of the dependent variable 

considering independent variables, and its use 

interferes with fields of machine learning [14, 15]. 

There are many regression analysis techniques 

available to make predictions [14]: 

 

3.1.1. Simple linear regression 

The most widely used modeling technique is linear 

regression. Whereas linear regression analysis is 
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used when studying the relationship between one 

independent variable and a dependent variable. 

Mathematically, the relationship between a single 

independent variable x and a dependent variable y, 

it can be represented as [15], [16]: 

 

𝑦 =  𝛽  +   𝛽  𝑥 +  𝜀    (1) 

 

Where,  𝛽   is the intercept and indicates the 

estimated value of y when x = 0.  𝛽   is the 

regression coefficient and indicates that the 

estimated increase in the dependent variable per 

unit increase in the independent variable. ε is the 

error term. The estimator of the linear regression is 

known by β as follows: 

 

𝛽 =  (𝑋 𝑋) 𝑋 𝑌           (2) 

 

Where, Y and X are dependent and independent 

variable, respectively.  X denotes the transpose of 

the matrix. 

The sum of the squares of the remaining values 

must be the least, so the cost function for the linear 

regression becomes: 

∑ (𝑦 − ∑ 𝑥   𝛽 )          (3) 
 
Where, the number of independent variables is 
represented by n. The number of the regression 
coefficients is represented by p. 
 

3.1.2. Multiple regression 
Multiple linear regression is identical to simple 

linear regression except: 

 There is more than one independent 

variable. 

 There must be linear relationship between 

the independent variables. 

The function can be represented as [16]: 

 

𝑦 =  𝛽  + 𝛽 𝑥  + 𝛽 𝑥  + . . . + 𝛽 𝑥 +  𝜀       
   (4) 

 

3.1.3. Ridge regression 

Ridge regression is one of the ways dealing with 

multi collinearity. The ridge regression estimators 

are completely dependent on an external parameter, 

which is known as the bias constant or the ridge 

parameter (L). The estimator of the ridge 

regression is known by βr as follows [17]: 

 

𝛽  =  (𝑋′𝑋 +  𝜆𝐼) 𝑋 𝑌      , (0 <  𝜆 <  1)         

(5) 

 

I identities matrix and shows the slope of the ridge 

depends on adding the ridge parameter (λ = alpha) 

to the diagonal of the X′X matrix. So that the 

estimation of the ridge coefficient is affected by 

the amount of the ridge parameter (λ). Then, the 

cost function of the ridge regression is changed by 

adding (λ) to the square of the magnitude of the 

coefficients, and it will be as follows: 

 

         ∑ (𝑦 − ∑ 𝑥   𝛽 ) + λ ∑ 𝛽           

(6) 

 

Where, ∑ (𝑦 − ∑ 𝑥   𝛽 )  is the loss term 

and λ ∑ 𝛽  is the penalty term. So, the ridge 

regression imposes constraints on the coefficients 

(β). The penalty term adjusts the operand, so if the 

operand takes a large value, the optimization 

function will be penalized. Therefore, the ridge 

regression reduces the coefficients and helps 

reduce the complexity of the model. 
 

3.1.4. Lasso regression 

   Lasso is the operator with the least absolute 

shrinkage and selection. The cost function for the 

lasso regression is represented as [18]: 

       

∑ (𝑦 − ∑ 𝑥   𝛽 ) + λ ∑ 𝛽           
(7) 

 

The only difference between lasso and ridge is that 

instead of taking the square of coefficients, the 
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quantities are considered. Thus, lasso regression 

can aid in not only reducing over fitting but also in 

feature selection. 

 

3.1.5. Decision tree regression 

     Decision tree is used for a regression task, 

which can be used if the dependent variable is 

continuous. The tree structure is designed in the 

form of different types of nodes, roots, internals, 

and leaves. Decision tree is top-down, because it 

starts at the top of the tree and divides the 

predictor space in two. The root node is the 

starting point of the decision tree, and the leaf 

nodes are the final classes. Most common 

traditional statistical models, such as 

least-squares, logistic, poisson, and proportional 

hazards models, as well as models for long-term 

and multi-response data, can be fitted by 

regression trees [11, 19]. 

 

3.1.6. Polynomial regression 

      Polynomial regression is one of the most 

recent techniques used in regression and avoids all 

the problems found in other systems. Polynomial 

regression is considered a special case of linear 

regression in which the relationship between the 

independent variables and the dependent variables 

is studied. The power of the independent variable 

is greater than 1, and it can be expressed as [12]: 

 

𝑦 =  𝛽  + 𝛽 𝑥  + 𝛽 𝑥  + . . . + 𝛽 𝑥 +  𝜀     

   (8) 

 

   In some datasets, linear regression cannot 

model the relationship between the independent 

variable and the target variable, which means the 

straight line is not the best fit line to model the 

dataset. So, the polynomial regression technique is 

used if the relation between the independent 

variable and the target variable is represented as 

curvilinear, which means it fits the data points. 

This implies that the value of the target variable 

changes in a non-uniform way regarding the 

independent variables in a curvilinear relationship. 

Additionally, n denotes the polynomial’s degree. 

The equation gets more challenging as the 

polynomial’s degree increases. A polynomial’s 

degree is determined by the correlation between its 

parameters and its target variables; the degree 

value must be greater than one. A degree of one 

indicates a straightforward linear regression. If the 

n value is carefully selected, the polynomial model 

will accurately match the data model. Furthermore, 

polynomial regression involves two phases. First, 

it transforms the data into a polynomial form and 

then fits the parameters via linear regression [13, 

12]. 

 

3.2.  Evaluation Metrics 

 Mean Absolute Error (MAE) 

MAE represents the difference between the true 

values and the expected values in testing the 

data set. MAE is calculated by the following 

equation [20, 21]: 
 

𝑀𝐴𝐸 =  1/𝑇 ∑ |𝑢∗ − 𝑢|           (9) 
 

Where, T is the total number of samples. 𝑢∗ 

and 𝑢  are the expected values and the true 

values respectively. 

 

 Mean Squared Error (MSE) 

MSE is the difference between the true values 

and the expected values in testing the data set 

and squaring them. MSE is given by the 

following equation [20]: 

            𝑀𝑆𝐸 =  1/𝑇 ∑ (𝑢∗ − 𝑢)            (10) 

 

 Root Mean Squared Error (RMSE)  

RMSE is defined as the square root of the mean 

squared error. RMSE is given as follows [20]:  

       𝑅𝑀𝑆𝐸 =  1/𝑇 ∑ (𝑢∗ − 𝑢)             
(11) 
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 Coefficient of Determination (R2_score) 

R2_score is the coefficient of relevance of the 

expected values compared to the true values. R2 

score ranges from 0 to 1 and is it is given by 

[21]: 
 

        𝑅2_ 𝑠𝑐𝑜𝑟𝑒 =  1 −  
∑(   ∗)

∑(   )
         (12) 

 
Where 𝑢   is the mean value of 𝑢. 

4. PROPOSED METHOD 

     This section provides an overview of the 

proposed system model.  

The amount of energy produced is determined by 

the amount of sunlight that reaches the solar panels. 

As noticed in Figure 1, solar panels are made up of 

arrays of solar modules, which are made up of 

smaller solar cells. These cells are also known as 

photovoltaic cells (PV). PV systems produce 

energy in the form of direct current (DC) and the 

DC power can then be stored in a battery. Then 

this DC energy is passed through an inverter to 

convert it to Altering Current (AC), which is better 

suited for transmission through the centralized 

electrical panel. This electrical panel separates that 

home solar power into individual circuits that run 

household appliances. Solar energy production is 

exposed to instability in the grids, and this happens 

because the intensity of sunlight varies from time 

to time. In addition, another problem for solar 

energy is the imbalance between supply and 

demand. Therefore, tracking solar system 

performance and measuring the amount of AC 

power is essential to meet market demand as well 

as detecting when the system needs maintenance.  
 

 
Figure 1: Proposed model for AC power 

Prediction 
 

As shown in the Figure 1, in the proposed model, 

solar system data passes through three steps, 

including processing and cleaning, feature 

selection and prediction based on regression 

techniques. The techniques based on linear 

regression used to predict the amount of generated 

AC power, including multiple, Ridge, Lasso, 

Decision tree and Polynomial regression. 

Furthermore, the performance of the proposed 

model is evaluated according to the performance 

metrics. 

 

5. EXPERIMENTAL RESULTS AND 

DISCUSSIONS  

    In this section, the PV solar power dataset is 

used for testing the proposed learning model, and 

the used dataset is analyzed and visualized to gain 

insights from the data. In the first subsection, the 

structure of the used dataset is explained. In the 

following subsection, a visualization of the dataset 

is presented. In addition, the results of the 

proposed model are presented and compared 

against performance metrics. 
  

5.1. Dataset Description 

    Solar energy is one of the renewable green 

energy sources that receive a lot of sunlight. A 

solar power system converts sunlight into 

electrical energy through photovoltaic (PV) panels. 



Journal of Theoretical and Applied Information Technology 
15th May 2023. Vol.101. No 9 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                  www.jatit.org                          E-ISSN: 1817-3195 

 
3331 

 

 

Figure 2: AC power generation against the time of day 

In this research, the PV solar power dataset used 

was obtained from different two solar planets in 

India [22]. Each plant produces two files of data: 

solar power generation data and weather data. In 

this research, data visualization and experimental 

results were made on plant-2 data. Data was 

collected every 15 minutes, and this was done over 

a period of 34 days. In addition, the planet-2 data 

file shows there are 22 inverters with only one 

weather monitoring unit. 
 

5.2. Dataset Visualization and Analysis 

 

The daily yield power rises from sunrise to sunset, 

remains constant until midnight, and then falls 

back to zero after midnight. The intensity of 

sunlight and the wavelength of sunlight striking 

the photovoltaic cells indicate the presence of 

sunlight. Figure 2, 3 show the generated power of 

AC and DC against the time of day. As shown in 

Figures, the AC power varies in the range [0, 

1358.4] W and DC power varies in range [0, 

1420.93] W with maximum power being achieved 

around 13: 00 PM.  

 

Figure 3: DC power generation against the time of day 
 

Figure 4 depicts the average AC and DC power 

over 34 days, with 241.2778 W and 246.70196 W, 

respectively. As noticed in the figure, the 

maximum amount of AC and DC power is 

generated on 2020/05/25 and the minimum amount 

of generated power is achieved on 2020/06/11. 

 
Figure 4: AC and DC power over 34 days 

 

    Figure 5 demonstrates the values of 

irradiation against time of day which mean the 

density of the sun. As noticed in the figure, the 

values of irradiation range from 0 to 1.099KW/m2, 

increasing around 5:40 am, peaking around 13: 00 

PM and then gradually decrease until they reach 0 

around 17:30 pm. Furthermore, Figure 6 shows the 

solar irradiation over 34 days, where the average 

of the irradiation over the recorded days equals 

0.233. As shown in the figure, the maximum and 

minimum values of irradiation are obtained on 

2020 /05 /17 and 2020/ 06/11, respectively. Figure 

7 shows the range of ambient temperature 
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throughout the day. 

 
Figure 5: Irradiation against time of the day 

 

Figure 6: Solar irradiation over 34 days 

   

 As noticed in the figure, the maximum range of 

ambient temperature is achieved at 4.00 PM. The 

ambient temperature ranges from 20.94 to 39.18 

degree C. In addition, Figure 8 shows the ambient 

temperature range over 34 days.      

The yield DC power is passed through 22 inverters, 

whose output ranges from 520758 W 

for ”q49J1IKaHRwDQnt” to 2247916000 W 

for ”9kRcWv60rDACzjR” with an average output 

equal to 964540730.197 W. Figure 9 shows the 

inverter efficiency where the efficiency of an 

inverter is defined as the amount of AC output 

power it provides for a given DC input, and it is 

given by Eff = Pac/Pdc where Pac, Pdc represent 

AC output power and DC input power in watts, 

respectively. As shown in the figure, the inverter 

efficiency ranges from 97.76% to 97.92% with an 

average efficiency of 97.8%. The output efficiency 

of inverters is uneven, it may be due to various 

reasons, such as faults in the inverters or because 

the units connected to these inverters are in cloudy 

areas; this means that the system needs to be 

checked or maintained. 

 
Figure 7: Ambient temperature throughout the day 

 

 
Figure 8: Ambient temperature over 34 days 

 
 

5.3. Results and Discussion 

   After data visualization, machine learning 

methods are implemented on data to predict the 

AC power. Considering the data files, generation 

data and weather data files were merged to train 

and test the proposed models for predicting AC 

power. According to the demonstrated dataset, DC 

power attribute is excluded which AC power 
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values are calculated depending on AC power. For 

the proposed model, forecasting is based on the 

attributes that have at least a 40% correlation with 

each other, which are irradiation, module 

temperature, and ambient temperature. Several 

regression methods are used for forecasting, 

including multiple linear regression, ridge 

regression, lasso regression, decision tree 

regression, and polynomial regression. 

     

 
Figure 9: Inverter Efficiency 

Firstly, multiple regression, which depends on 

dependent variables, is used without any 

regularization, which means the value of 

alpha is equal to 0, and the values of 

performance metrics as shown in table 1 are:  

MAE = 1585.39, MSE = 5688979.95, 

RMSE= 2385.16, and R2_score = 0.8624.    

   Subsequently, ridge and lasso regression were 

used to reduce the complexity of the model and 

prevent overfitting, which means different values 

of alpha. As a result, a cross validation using 

RidgeCV and LassoCV was performed to 

determine the optimal value of alpha for multiple 

regression in order to minimize MSE and optimize 

the models. 

According to the cross-validation methods, the 

optimal values based on the RidgeCV and 

LassoCV were 0.001 and 1, respectively. As a 

result of the new alpha values, results for 

performance metrics remain virtually unchanged, 

as demonstrated in table 1. On the other hand, 

decision tree is used with hyper-parameter random 

state of 42, implying that the train and test sets are 

the same but have different executions. For the 

decision tree, although the performance metrics 

were significantly decreased and their values are: 

MAE = 970.84, MSE = 5213822.94, RMSE = 

2283.38, and R2 score = 0.874, as shown in Table 

1, it achieved underfitting to the model as shown 

in Figure 10. 

   Figure 10 shows the learning curve for 

different techniques based on linear regression. 

Multiple regression was run without regularization, 

ridge with an alpha value of 0.001, lasso with an 

alpha value of 1.0, and the learning curve for the 

decision tree is also shown in the figure. The 

difference in learning curves for multiple, ridge, 

and lasso is so convergent that it’s almost 
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unnoticeable. For the decision tree, training error 

remains flat regardless of training set size, which 

means an underfitting model. In addition, Figure 

11 shows the scatter diagram for actual power 

versus prediction for multiple, ridge, lasso and 

decision tree, which they are in roughly a good 

pattern.  

    Figure 12 shows the performance of the 

polynomial regression model with respect to the 

learning curve using three different values of the 

hyperparameter degree, which are 2, 3, and 4. As 

shown in the figure, the optimal learning curve is 

achieved with degree = 4. Furthermore, Figure 13 

demonstrates the scatter diagram for actual 

irradiation versus prediction based on the 

polynomial with hyperparameter degree values 2, 

3, and 4. As shown in the figure, polynomial 

regression is optimal at fitting the data comparing 

to the other used methods. Additionally, the RMSE 

of polynomial regression is also significantly 

lower than that of linear regression due to the 

better fit. 

Table 1: Performance Metrics For The Regression Models 

 

Regression Model  MAE  MSE  RMSE  
R2-score 

  

Multiple 1585.39 5688979.95  2385.16 0.8624 

Ridge (alpha= 0.001) 1585.4 5688959.79  2385.15 0.8624 

Lasso (alpha= 1.0) 1586.48  56886631.6  2384.66 0.8625 

Decision tree 970.84 5213822.94  2283.38 0.874 

Polynomial (degree= 4) 774.48 2711517.5  1646.67  0.937 

Polynomial (degree= 3) 799.67 3136051.54 1770.9 0.924 

Polynomial (degree= 2) 781.36 2725447.13 1650.89 0.934 

Figure10: Learning curve for Multiple, Ridge, Lasso and Decision tree base-line regressor 
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Table 1 shows the performance matrices for 

multiple, ridge and lasso, decision tree and 

polynomial regression models. These matrices 

were used to measure the performance of the 

regression models. As demonstrated in the Table 1 

the lowest error between actual and prediction, 

which is defined by MSE was achieved by a 

polynomial with a degree of 4. Although, the value 

of the R2_score for polynomial with different 

degrees is convergent, the optimal value is 

achieved with a degree of 4, which is 0.937. 

 

6. CONCLUSION AND FUTURE WORK 

 Solar photovoltaic (PV) production in large-scale 

Figure 11: Actual versus prediction for Multiple, Ridge, Lasso and Decision tree base-line regressor 

Figure 13: Actual versus prediction for the polynomial base-line regressor with respect to irradiation 

Figure 12: Learning curve for or polynomial regression with degrees =2, 3 and 4 
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energy sectors is rising quickly as a result of the 

increased use of renewable energy sources. 

Predicting the output power of solar systems can 

be used to evaluate the operation of the solar 

system in order to fulfil market demands and 

prevent solar instability. In the current work, 

techniques based on linear regression, including 

multiple, ridge, lasso, decision tree, and 

polynomial regression were used to predict the 

generated power of the solar system. Based on 

cross validation approaches for ridge and lasso 

techniques to address underfitting, two optimal 

values of alpha were obtained. Three different 

degrees are used to accomplish the outcome of 

polynomial regression. Performance indicators 

such as MAE, MSE, RMSE, and R2 score for the 

five techniques were used to evaluate and compare 

the suggested model. As compared to other 

techniques based on linear regression, the findings 

of the polynomial of order 4 are notable. 

Polynomial regression with an ideal R2_score of 

93.7% has been shown to produce the lowest value 

of MSE. The suggested polynomial curve fitting 

approach offers accurate and trustworthy 

predictions and estimations. In future work, 

applying this data on another model and can apply 

this model on another data.  
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