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ABSTRACT 
 

Fraudulent acts -in the financial sector- cause dramatic losses to companies and individuals. To tackle this 
conundrum, artificial intelligence trends forthcame to develop a fraud detection system. This paper comes 
to process fraudulent credit card transactions issue deploying ANN and CNN, two supervised deep learning 
algorithms that proved efficiency .Yet, two hurdles appear: Constant emersion of new fraudulent patterns 
and highly-imbalanced dataset. So, sampling techniques are required to balance data, the thing that affects 
the system performance. Thus, Autoencoder, as an unsupervised deep learning algorithm, was added to 
compare it to the aforementioned algorithms. Three models were trained on a dataset of 284,807 credit card 
transactions labeled as fraudulent and legitimate. Various techniques were conducted in the pre-processing 
phase as normalization, data balancing, and feature selection. In the during-applying model stage, tuning 
and analysis were conducted on the model parameters to improve the classification decision. Similarly, in 
the post-applying model stage, a boosting technique was applied. Not only were the models compared in 
terms of accuracy, precision, recall, and AUC score but also they were based on confusion matrix. 
Eventually, one model was chosen out of the experimented models based on the robustness of detecting 
new fraud patterns; especially, the latter demonstrates optimal rates, achieving an f1-score of 93% after 
classifying not fraud transactions. 
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1. INTRODUCTION  
 

Nowadays, the use of online services is 
increasing dramatically by abandoning the physical 
traditional manner. The thing that leads to the 
growth of digital payment services, for the easiness 
that it brings. Unfortunately, online financial fraud 
has emerged as well [1], [2]. The more users utilize 
online financial services the more fraudulent 
financial activities appear. Financial institutions in 
general and companies, in particular, are suffering 
from these malicious activities without being able 
to detect and prevent them [3]. Financial fraud has 
become a crucial problem to deal with. We can 
differentiate between several types of financial 
fraud [4] such as credit card fraud [5], [6], money 
laundering [7], [8], and mortgage fraud [9]. 
However, in this study, we will be dealing with 
credit card fraudulent transactions. Identifying these 
fraudulent transactions, when it comes to the credit 
card, is pretty complicated and not evident due to 
the behavior changeability of frauds; in other 
words, they are not sticking to the same pattern. 
Moreover, fraudsters are attempting to mimic a 
legitimate client’s behavior which complicates the 

game of fraud detection. Considering the 
tremendous impact of fraud on the financial 
industry, several companies and researchers invest 
too much money and efforts to bring a promising 
solution to this issue rather than relying on 
traditional techniques, which are considered 
inaccurate and time-consuming. Instead, fraud 
detection systems take place. In this regard, a bunch 
of solutions are proposed using data mining [10], 
[11], machine learning [12], and deep learning [13] 
techniques to overcome this issue by designing an 
accurate detection system in order to detect 
accurately fraudulent transactions. The major 
challenge in this domain is the lack of relevant 
information on fraudulent transactions which leads, 
in its turn, to having a highly skewed dataset [14], 
[15] as well as the changing behavior of 
transactions. This study will contribute to carrying 
out a comparison between some supervised and 
unsupervised deep learning algorithms which are 
ANN (Artificial Neural Network), CNN 
(Convolutional Neural Network), and Autoencoder 
in terms of metrics such as precision, accuracy, f1-
score, and AUC. Furthermore, it elaborates how 
much it improves the results using multiple pre-
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processing techniques to cope with various issues 
such as Oversampling using SMOTE to obtain a 
balanced dataset, feature selection, and boosting 
techniques. 

The rest of this article is as follows: Section 2 is 
allotted for describing a bunch of studies concerned 
with banking anomalies and frauds in the financial 
domain. Section 3 focuses on the proposed methods 
we followed in this study. Section 4 sheds light on 
the outcomes produced by our models. Finally, 
section 5 summarizes the paper. 

2. RELATED WORKS 

Over the past years, the world has seen a huge 
rise in the use of online services. The reason why 
people adopt credit cards as the first option for 
online payments. This adoption is seen according to 
fraudsters as an easy target to steal money by 
making malicious activities, basically, fraudulent 
transactions in a way that they imitate the normal 
client’s behavior. The financial institutions and big 
companies are suffering from this issue since it 
causes high loss. This fact let them collaborate with 
researchers by investing money and effort to design 
fraud detection systems. In the last decade, many 
techniques and algorithms of machine learning and 
deep learning were adopted to overpass this 
problematic. We will discuss some of those 
techniques in the following paragraphs. 

Fraud detection methods are divided into two 
categories, supervised and unsupervised methods. 
When it comes to supervised techniques, the model 
uses the credit card historic data to discover the 
hidden pattern and classify the new transactions is 
either fraudulent or normal, whereas unsupervised 
methods rely on detecting outliers as fraudulent 
transactions[16]. 

The k-nearest neighbors (KNN) is based on 
supervised learning that requires labeled data. It 
falls under the instance-based learning category 
because it uses the entire instance to make the 
classification rather than developing and adjusting 
weights as in model-based learning algorithms. The 
principle behind KNN is to calculate the nearest K 
neighbors based on the distance metric. They 
usually use Euclidean distance. For instance for a 
novel coming transaction- First, we calculate the 
nearest points to it. Afterward, we classify it based 
on the nearest classes. KNN showed very 
promising results when it comes to classifying 
transactions [17]. 

A comparison was made between the following 
machine learning algorithms [18]: Logistic 
Regression (LR), Random Forest, K-Nearest 

Neighbors (KNN), XG Boost Classifier, and 
Support Vector Machine (SVM). Dhankhad et al 
evaluated the said algorithms based on various 
metrics such as accuracy, F1-score, recall, 
precision, false-positive rate (FPR), and true-
positive rate (TPR). They tackled the skewed 
dataset problem using the under-sampling 
technique. Moreover, they showed that the stacking 
classifier with logistic regression as a meta-
classifier has the best score of 0.952 regarding 
accuracy. Whereas, Random Forest outperforms 
other algorithms in terms of precision, recall, and 
F1-score. Besides, SVM underperforms other 
methods by having the highest rate regarding FPR. 

A study was carried out to make a comparison of 
the three following algorithms [19]: Naïve Bayes, 
Logistic Regression, and K-Nearest Neighbors. The 
models were evaluated using TPR, FPR, TNR, and 
FNR and compared based on various metrics such 
as accuracy, sensitivity, specificity, precision, and 
Matthews’s correlation coefficient. The skewed 
dataset issue was handled thanks to the hybrid-
sampling technique. The hybrid-sampling technique 
relies on combining both the under-sampling and 
the over-sampling methods. The latter technique 
was applied on a highly unbalanced dataset by 
under-sampling the non-fraudulent cases and 
oversampling the fraudulent cases. Furthermore, it 
showed an improvement in the models’ 
performance. The logistic regression has good 
performance over un-sampled data; while, it 
showed a mediocre performance using sampled 
data. On the other hand, Both Naïve Bayes and 
KNN performed well and roughly- similarly over 
all the aforementioned metrics. 

The outliers detection technique is widely used 
[20]. It is categorized into two classes supervised 
and unsupervised learning. In supervised learning, 
algorithms classify outliers based on a study and 
pattern detection of the labeled dataset. In contrast, 
unsupervised learning based algorithms are pretty 
similar to clustering methods in dividing data into 
clusters containing similar points. According to N. 
Malini and Dr. M. Pushpa, unsupervised learning is 
much more robust in detecting credit card 
fraudulent transactions, because of the lack of 
relevant information for a fraudulent transaction. 
Therefore, it is trained only using normal 
transactions [17]. 

Artificial neural network (ANN) is a robust 
computational algorithm. It performs very well, 
especially with a large dataset. It is inspired from 
the human brain’s learning. ANN is a network of 
perceptrons connected with each other. Each 
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perceptron is represented by a node. Every node is 
connected with other nodes in the adjacent layer 
with a weighed communication, such as, each 
weight is a float number which is adjusted in the 
training model’s phase. The data is fed into the 
model through the input layer, that in its turn passes 
it into a hidden layer long away until the output 
layer; that is to say, each node attempts to adjust its 
weights in an appropriate way. ANN is exploited by 
many researchers for the purpose of credit card 
fraud detection [21], [22]. Also, it is compared in 
another survey with logistic regression and ANN 
outperforms logistic regression [23], [24]. 

Apapan Pumsirirat and Liu Yan, in their study, 
propose a deep learning model using Autoencoder 
architecture [16]. They experiment with it over 
three datasets. They show that Autoencoder 
performs better over a large dataset. They reach an 
AUC score of 96 for the biggest dataset. The 
procedure of the proposed system is as follows 
when a novel transaction comes, they retrieve the 
overall historical record of the user’s profile. Then, 
they train the model on the retrieved profile. 
Afterward, they validate the given transaction. They 
do not use labeled data because AE is an 
unsupervised learning-based algorithm. 

Abhimanyu et al made a comparison between 
four deep learning topologies [13] : Artificial 
Neural Network (ANN), Recurrent Neural Network 
(RNN), Long Short Term Memory (LSTM), and 
Gated Recurrent Unit (GRU), based only on the 
accuracy score. They show that GRU overperforms 
other aforementioned algorithms based on 10 folds 
cross-validation with a score of 0.916. Besides, they 
mentioned that the number of layers used in each 
topology significantly affects the score. Moreover, 
they conclude that LSTM and GRU are adequate 
and outperform other algorithms when it comes to 
the modeling of sequential data. 

Joy Long-Zong Chen and Kong-Long Lai 
proposed a Deep Convolutional Neural Network 
Model for the sake of real-time credit card detection 
[25]. They compared the proposed model with other 
machine learning algorithms such as SVM, Logistic 
Regression, and Random Forest only in terms of 
accuracy and speed. Their model showed better 
results in comparison to the machine learning 
algorithms mentioned before. 

In another study, LSTM is examined and 
evaluated based on accuracy and loss rate [26]. 
After the hyper-parameter tuning stage to obtain the 
best result, LSTM exposes better performance in 
comparison to Autoencoder, SVM, and logistic 

regression in terms of accuracy of 99.96% and loss 
rate of 0.21%. Moreover, Random Forest brings the 
same accuracy but it was much longer regarding 
speed. Yet, Accuracy alone cannot differentiate 
between models’ performance, especially with a 
highly skewed dataset. 

Despite the huge number of studies that took 
place to solve this cumbersome problem, there are 
always difficulties accompanied by financial 
transactions. The fraudulent act nature is active and 
changeable meanwhile the fraudulent operations 
seem to be legal ones. Furthermore, the dataset that 
can serve to study this problematic is scarcely 
available and misleading. All these factors bother 
researchers to reach advances in this domain. In this 
project, three models based on supervised and 
unsupervised deep learning are adopted and 
compared to handle imbalanced classification for 
the aim of detecting the patterns of fraudulent 
transactions. 

3. PROPOSED MODEL 

Challenges are still hampering most of the fraud 
detection models to achieve optimal results in terms 
of ’precision’, ’recall’, ’f1-score’, and other reliable 
metrics for assessing an implemented model’s 
efficiency. This is due to the imbalanced dataset 
and the existence of useless attributes in the input. 
Thus, in our journey of looking for operative 
methods to tackle this issue, our option falls on 
three algorithms: ’ANN’, ’CNN’ and ’Autoencoder’ 
which we believe in their pertinence so that we can 
build our approach. 

The source of motivation behind choosing ANN, 
CNN, and Autoencoder lies under the excellence 
they equally show in classifying data, regardless of 
each one’s unique characteristics. 

 ANN (Artificial Neural Network) is an algorithm 
that imitates the human brain. The neurons are 
intertwined in the human brain like the same 
nodes intertwined in artificial neural networks 
[27]. 

 CNN (Convolutional Neural Network) is one of 
the best deep learning algorithms, able of 
understanding sophisticated structures, and has 
reached amazing success in tasks linked to image 
segmentation, object detection, and computer 
vision applications. Also, it possesses the 
potential to exploit spatial or temporal 
correlation in data. Moreover, CNN has been 
used in the context of intrusion detection for 
both feature extraction and classification [28], 
[29]. 
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 Autoencoder is a kind of artificial neural 
network utilized to learn data encoding in an 
unsupervised way. Its goal is to learn a lower-
dimensional representation (encoding) for 
higher-dimensional data, particularly for 
decreasing dimensionality, by training the 
network to pick up the most important elements 
of the input. It contains three modules namely 
Encoder, Bottleneck and Decoder [30]. 

Before we immerse into the process of 
implementing our models, it is mandatory to run a 
preprocessing operation for our dataset. The latter 
(dataset) was almost the only one available for our 
topic matter. It is -credit card fraud data- from a 
European credit card company. The data includes 
transactions made by credit card holders in 2013 
September. This is the only available dataset until 
now for the safety of financial companies in this 
context. More than that, the dataset fits in our 
project so far. Accordingly, transactions that had 
happened in two days is shown in the datasets, it is 
given that the data contains only 492 frauds out of 
284,807 transactions which accounts for only 
0,172% of all transactions. 

Data preprocessing involves various techniques -
to make our data suitable for the model-among 
which we considered ’data validation’, as the first 
step, to checking data quality and quantity, in terms 
of identifying and handling the missing values, and 
splitting the dataset. Second, we applied 
’normalization’, the technique that allowed us to 
modify and scale the values of numeric columns 
included in the dataset. Third, we employed the 
’feature selection’ technique, by dropping the noisy 
fragments in data and keeping the relevant ones. 
This was carried out through three main measures. 
To start with ’correlation’ which let us find the link 
between each variable and target column. Secondly, 
the variance based technique also attempted to pick 
the attributes most affecting the results. Ultimately, 
we based on SVM (Support Vector Machine), 
accordingly, for selecting the pertinent attributes. 

To address this conundrum, a two stage-method 
took place. In the first stage, our implementation 
started by loading the dataset from kaggle that we 
mentioned above. Then, we trained our algorithms 
(ANN, CNN, and Autoencoder) separately; the 

thing that allowed us to discover that the ’accuracy 
ratio’ is optimal (90 percent and greater). 
Consequently, our three models seemed to be 
skillful, which is not a fact. We realized that we 
can’t judge the efficiency of an implemented model 
from the high rate of accuracy because it may be 
nonsense when it has to do with an imbalanced 
classification problem, in spite of the fact that 
’accuracy’ is easy to calculate and intuitive to 
understand as an evaluating metric. The intuition 
does not work when the distribution of examples to 
class is sharply skewed. Sometimes the results are 
incorrect and misleading [31]. This evidence 
pushed us to try a feature selection technique to 
regulate data and normalize it, eliminating 
unnecessary features. After training our models, we 
realized that ANN and CNN need balanced data as 
they are based on predictive data diagnosis. A weak 
spot of the supervised model is its inability to detect 
frauds that were not available in the historical 
dataset from which it learns. The reason why the 
use of techniques such as ’Oversampling’, 
’SMOTE’, etc. is mandatory before feeding our 
model. Therefore, the need for an unsupervised 
model is inevitable. That is why Autoencoder is 
deployed because it does not require a dataset 
modification.  

In the second stage, which is devoted to trying 
Autoencoder, is characterized by its capacity of 
transforming the reconstruction error function as 
’reconstructed original’ input, in other words, the 
output is changed into reconstructed input. To 
figure out the problem of true-negative rate 
augmentation, the three previously described 
techniques of selecting the most decision impacting 
variables were implemented. Nevertheless, we 
chose the last one that relied on the SVM model. 
After training, our new model several times in a 
sequential process, a chain of versions was 
produced. Here, we realize that this prototype (our 
novel model) is effective since it managed to reduce 
the true-negative rate. Again, we opt for boosting 
the last version for its best performance in two 
steps: First, by taking the reconstruction errors of 
each variable in each transaction to set up a novel 
dataset. Second, by implementing the KNN 
classifier using the reconstruction error, as it is 
demonstrated in Figure 1. Eventually, the results 
were surprisingly promising. 
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Figure 1: Stages of designing the proposed model based on the Autoencoder architecture

4. RESULTS AND DISCUSSION 

4.1 Results 
In the current study, three classifiers are 

developed based on ANN, CNN, and Autoencoder. 
In order to evaluate the performance of the 
mentioned classifier models, multiple metrics are 
used namely accuracy, precision, recall, AUC, and 
confusion matrix. Besides, 70% of the dataset was 
dedicated to the training while 30% was left for the 
test. 

For the ANN and CNN cases, before we feed 
the data into the model, a technique of 
oversampling is performed on the dataset, called 
SMOTE, to obtain a sampled dataset distribution of 
10:90 (Fraud: Not Fraud). Moreover, a feature 
selection technique is applied based on the SVM 
model in order to keep only the columns 
significantly influencing the decision. 

The best performing ANN model trained with 
5stratifiedFold cross-validation. This model 
comprised 7 hidden layers. Every layer is composed 
of a number of nodes comprised between 8 and 512 
nodes. A learning rate of 0.01 was used with an 
SGD (Stochastic Gradient Descent) optimizer. 
Furthermore, batch normalization and dropout 
techniques were utilized between layers for 
avoiding overfitting. In addition, Relu was adopted 
as the activation function within the hidden layers 
whereas Softmax was picked for the output layer. 
Likewise, the same hyper-parameters were used 
with the best-performing model based on CNN with 
a slight difference in the number of nodes in every 
layer. 

For the Autoencoder architecture, the best 
performing model is received with 3 layers of 

encoding comprised respectively 64, 16, 16 nodes, 
and 3 layers of decoding. While the bottleneck 
involves 8 nodes. The activation function Tanh was 
used across all the hidden layers whereas Sigmoid 
was adopted at the output layer. In order to conduct 
the hyper-parameters tuning, an analysis is carried 
out on the hyper-parameters. We concluded that the 
number of the hidden layers, the number of nodes in 
every layer, the activation function, and the learning 
rate showed a difference at the level of the output. 
The false-positive rate and the false-negative rate 
decrease while the accuracy, precision, and recall 
increase. 

First, the ANN and CNN models were 
compared after training them on data balanced 
using SMOTE technique to generate new similar 
records based on the KNN algorithm. ANN showed 
the best results in terms of AUC score, precision, 
recall, and f1-score for classifying fraud and not 
fraud transactions as it is shown in Figure 2(a,c) and 
Figure 3(a,c). Furthermore, the confusion matrices 
clearly show that the true negatives and positives 
are high compared to those obtained with the CNN 
which means the ANN classifies more accurately 
the transactions (Figure 2(b) and Figure 3(b)). Then, 
the ANN model was evaluated in comparison to the 
Autoencoder model based on the result shown in 
Figure 2(c) and Figure 3(c). Autoencoder reach a 
precision of 1.00 in classifying fraud transactions, 
which is better than the precision obtained with 
CNN. Nevertheless, ANN provided a higher recall 
score of 1.00. However, the Autoencoder has 0 in 
terms of false positives, which refers to the fact that 
it did not misclassify a non-fraudulent transaction. 
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Figure 2: Results of ANN 

 
 

 
Figure 3: Results of CNN 

 
4.2 Discussion 

In order to prove the efficient model out of the 
experimented models in the field of credit card 
fraud detection. The models were evaluated based 
on multiple metrics such as accuracy, precision, 
recall, AUC, and the confusion matrix. It is evident 

from the results demonstrated in Figure 2(c) and 
Figure 3(c) that ANN outperforms the CNN model 
and shows better scores across all the evaluation 
metrics obtained with the same dataset. For the aim 
of balancing the dataset, the SMOTE technique was 
applied by generating new similar records. The 
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Oversampling technique adopted to balance the data 
was crucial in making ANN and CNN models train 
more efficiently on detecting patterns for every 
class of transaction. Nonetheless, the fact of altering 
the data lasts an ineffective way of fraud detection. 
For that reason, unsupervised learning is required to 

deal with data without altering it. The model using 
Autoencoder was therefore adopted. The latter 
(Autoencoder) proved a good performance in terms 
of classifying not fraud transactions as well as the 
fraud transaction with an f1-score of 93% (Figure 
4(a,b)).

Based on an analysis study -which we have carried 
out depending on multiple metrics such as 
'precision', 'recall', 'accuracy' and 'f1 score'- the 
findings indicate that Autoencoder has shown more 
effectiveness when compared to ANN and CNN. 
Nonetheless, our model still lacks immutability and 
traceability: two features ensuring safety, when we 
cope with the detection of non-legitimate credit card 
transactions. Concerning the first feature 
(immutability), it is needed in the sense that online 
operations may be changeable in the memory of our 
system after they occur; whereas our model can not 
ban this kind of modification. The second feature 
(traceability), means that our system can not 
identify nor measure the transaction throughout 
chained stages from the beginning until the ultimate 
point. 

In the light of the findings comparing our study 
with the previous works in the same field, we 
deduce that our prototype is among the prior models 
-if not the only one- that show unpreceded 
robustness and efficiency embedded in the high 
scores generated after the training process arriving 
to 93% as f1 score in the classification case. Thus, a 
research contribution is added to the scope of 
detection and prevention of credit card fraud 
transactions. 

5. CONCLUSION 

In this work, we tried to target "Credit Card 
fraudulent transactions". It was -more or less -a 
successful attempt to decipher the complexity of 
this issue which is hidden in the absence of the 

dataset required to conduct such research, and 
dynamicity of fraudulent behaviors, sparsity of data, 
and class imbalance. 

To designate effectively these challenges, we 
developed a model that achieved great results. Of 
course, thanks to several techniques we 
implemented during all the steps of implementation 
such as data sampling, feature selection, and 
boosting technique. All these strategies paved the 
way for our model to prove excellent performance 
in terms of classifying "not fraud" transactions as 
well as the "fraud" ones. Moreover, a new 
knowledge creation has been added to the field of 
credit card fraud detection, in the sense that 
immutability and traceability must be taken into 
consideration not only to detect fraudulent 
transactions but also to prevent them. Therefore, our 
research journey will not stop here but we are 
motivated to conduct another study, in which we 
will compare the efficiency of other unsupervised 
deep learning algorithms that might be more 
advanced to solve credit card fraud brain-teaser. 
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Figure 4: Results of Autoencoder 
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