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ABSTRACT 
 

Patients with breast cancer are more likely to experience severe health issues and have a higher mortality 
rate. One of the main reasons for cancer-related deaths in women is breast cancer (BC). Early diagnosis of 
breast cancer enables patients to obtain proper care, enhancing their chance of survival. The main 
explanation could be that different breast densities and technical imaging quality issues cause radiologists 
to misinterpret concerning lesions, increasing the false-positive and negative) ratio. In this work, a new 
optimum feature selection-based model is developed to efficiently predict breast cancer using a modified 
logistic regression model. Our proposed model consists of two phases: a) feature selection and b) 
prediction. As a first step, preprocessing is done on the dataset to find the missing values and remove the 
unwanted noise, outliers, and so on. In this research work, the first dataset with 568 numbers of data and 30 
numbers of features and the second dataset with 952 numbers of data and 26 numbers of features are 
considered for diagnosis and analysis. To select the features from the dataset's N features, an improved grey 
wolf population algorithm is used. Hence, 26 sets of features are selected for further processing. Our 
proposed model performed well on both datasets, with 92.9% and 93.38% accuracy for the first and second 
datasets, respectively. The novelty of this research work is to provide the best accuracy in disease diagnosis 
and prediction by selecting the optimum based on meaningful features. 

Keywords: Logistic Regression, Accuracy, Breast Cancer, Machine Learning, Prediction. 
 
1. INTRODUCTION  
 

A cancerous tumor develops as a result of 
aberrant cell proliferation that infects the body's 
surrounding tissues. Tumors come in two varieties: 
benign and malignant. Noncancerous cells that 
grow locally but they do not spread across the body 
make up a benign tumor. On the other hand, 
cancerous cells make up a malignant tumor that has 
the capacity to proliferate uncontrollably, spread 
throughout the body, and invade the tissues. 
According to a 2021 estimate, the human body is 
made up of trillions of tiny cells, and breast cancer 
is one of the main reasons women die. During 

cellular reproduction, new cells continuously 
replace old ones. Normally, this process is 
homogeneous, but aberrant growth might result 
from excessive cell production. This unnatural 
growth may lead to cancer [1]. Cancer has been a 
fast-spreading, frequently lethal disease. Women 
are most likely to develop breast cancer. Therefore, 
a lower female death rate can result from the early 
detection of breast cancer. Breast cancer can be 
found with either mammography or a biopsy. The 
most often used type of technique for detecting 
breast cancer is mammography. This test, which is 
administered by radiologists to diagnose breast 
cancer, lowers mortality rates by 25%. Although 
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mammography is a useful tool, it can be difficult to 
interpret the images [2]. Typically used in 
histopathological image processing are machine 
learning techniques such as feature extraction, 
unsupervised learning, segmentation, and 
supervised learning [3]. This study focuses on 
breast cancer, one of many different types of 
cancer. Around 627,000 women worldwide pass 
away from breast cancer each year, making up 
roughly 15% of all cancer-related deaths [4]. 
According to reports, when breast cancer is detected 
earlier, the prognosis is favorable, and the 
endurance value has inevitably increased [5]. Prior 
to the specialists' visual review, the tissue removed 
during the biopsy is frequently stained with 
hematoxylin and eosin (H&E). Relevant areas of 
tissue scans on entire slides are evaluated during 
this process[6] The diagnosis process utilizing 
H&E-stained samples is not simple, and there is a 
75 percent diagnostic agreement on average 
amongst specialists. Highly skilled pathologists 
must work extremely hard to manually examine 
histology images. The use of CAD has increased 
dramatically over the past ten years due to gains in 
processing power that are quite large and 
advancements in deep learning, particularly 
Convolutional Neural Networks, as well as the 
subjective nature of how morphological criteria are 
used in traditional classification (CNN)[7]. 
Detecting normal and abnormal mammograms 
using convolutional neural networks is suggested. 
Using the MIAS dataset for mammograms, this 
deep learning algorithm extracts features from 
subdivided aberrant classes and applies them to the 
normal class. In order to remove noise components 
that could reduce the accuracy of the overall 
network, several filter sizes and preprocessing 
algorithms were utilized on the real data [8][9]. The 
technique allows for the visualization of blood 
vessels and, consequently, of a tumor’s optically 
induced angiogenesis contrast. Light remains the 
inquisitive energy, but unlike in DOT, photons are 
neither counted nor used to create the observed 
signal. Stress (acoustic) vibrations that are barely 
diffused and depreciated in soft tissue are instead 
monitored to provide greater clarity [10]. For the 
diagnosis of normal and atypical breast cancer, a 
deep learning technique was used with the 
ResNet50 network and VGG16, which worked 
well. The best classification accuracy result was 
achieved by VGG16, which had 94% accuracy [11]. 
Breast ultrasound lesion identification uses three 
different approaches, including a patch-oriented 
LeNet and a transfer learning technique with a pre-
trained FCN-AlexNet [12]. 

The following are some of the research 
challenges in machine and deep learning-based 
breast cancer prediction: 

Data quality and availability: The quality and 
quantity of available data determine the precision 
and dependability of machine learning and deep 
learning models. Due to privacy issues and data 
access restrictions, obtaining large, high-quality 
datasets is a challenge in breast cancer research. 

Interpretability: In medical applications, where 
judgements made by machine learning models can 
have a big effect on health outcomes, 
interpretability is especially crucial. 

Imbalanced datasets: Breast cancer datasets are 
frequently unbalanced, which means that there is 
not an equal amount of positive and negative 
samples in the dataset. As a result, models may be 
skewed to favour the dominant class while 
underperforming the minority class. An optimal 
feature selection-based breast cancer prediction 
model is developed to address the issues caused by 
interpretability issues and imbalanced datasets. 
Breast cancer prediction models may encounter a 
number of problems if their feature selection is 
subpar, such as: 

Overfitting: If the model is too complicated, it 
may fit the noise in the data rather than the 
underlying patterns, which has a negative impact on 
how well it performs on new data. Poorly predicted 
accuracy may result from under fitting, where the 
model is too simplistic and fails to account for the 
intricate relationships in the data. 

High dimensionality: The model could have a lot 
of pointless or redundant characteristics, which 
might make computation more difficult and make 
the model harder to understand. 

Bias and instability: By incorporating noisy or 
irrelevant features, the model may be unstable or 
biased towards some features. 

The ability to identify the most pertinent and 
instructive aspects connected to the disease makes 
optimal feature selection essential for breast cancer 
prediction. Breast cancer is a complicated illness 
with many contributing components; thus, figuring 
out the most important characteristics can help with 
prediction and the biology of the disease. A 
predictive model's interpretability can be improved, 
and the risk of overfitting can be decreased, by 
removing duplicate or irrelevant features and 
reducing the dimensionality of the data.  



Journal of Theoretical and Applied Information Technology 
30th April 2023. Vol.101. No 8 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2897 

 

By determining the most pertinent and instructive 
features for the model, boosting predicted accuracy, 
reducing complexity, and improving model 
interpretability, optimal feature selection can assist 
in resolving these problems. 

The objectives of this research are: a) to select 
optimal feature sets for disease diagnosis; b) to 
address the high-dimensionality issues in model 
computation; c) to improve the accuracy of disease 
diagnosis and prediction; d) to resolve the 
interpretability issues and make the model efficient 
in decision-making situations. 

2. RELATED WORK 

Numerous data points are input, and the 
machine learning model analyses the data, and then, 
using that trained model, we can forecast the future. 
Automated learning is called machine learning, and 
algorithms are created to gain knowledge from 
previous datasets. The key machine learning 
techniques for predicting breast cancer include the 
ones listed below:  
 
2.1 Artificial Neural Network (ANN) 

An algorithm used frequently in data 
mining is the artificial neural network. Input, 
hidden, and output layers are involved in creating a 
neural network. This method is employed to extract 
an excessively complex pattern [13]. In order to 
increase the model's performance and 
dependability, the BCNet was employed to 
recognize human peripheral blood cells [14]. 

In order to increase classification 
reliability, the classification system is constructed 
as a serial integration of two separate ensembles of 
arbitrary subspace classifiers. A group of SVM 
classifiers in the first group divides the original K-
type classification into a count of K-2 type-class 
problems. A multi-layer perceptron ensemble 
makes up the second ensemble, which concentrates 
on the first ensemble's rejected samples [15]. 
 
2.2 Logistic Regression 

The algorithm is supervised learning and 
has more dependent variables. This algorithm's 
output takes the form of a binary number. When 
applied to appropriate data, logistic regression 
might produce a continuous result. The statistical 
model used in this approach uses binary variables 
[16][17]. When the result variable is binary, logistic 
regression can be a potent analytical tool. The use 

of logistic regression has grown during the past ten 
years. This popularity can be attributed to the ease 
with which researchers can use sophisticated 
statistical programmers to carry out thorough 
studies of this method [16]. 

2.3 K-Nearest Neighbor (KNN) 

The KNN algorithm is a technique for 
categorizing objects that depends on nearby 
training samples in the feature space. KNN is a 
form of instance-oriented learning where all 
computation is postponed until classification and 
the function is only locally approximated [18]. In 
order to recognize patterns, this method is utilized. 
It is an effective strategy for predicting breast 
cancer. Every class received the same amount of 
attention in order to spot the trend. K Nearest 
Neighbor extracts the related highlighted data from 
a large dataset [19]. 

2.4 Decision Tree (DT) 

Decision trees are built using classification 
and regression models. There are fewer subsets of 
the data set. These smaller pieces of data can be 
used to make predictions with the best degree of 
accuracy possible by employing a decision tree that 
incorporates CART [20]. With a root node, branch 
node, and leaf node structure, the classification is 
built using the supervised decision tree technique. 
The decision tree is constructed sequentially by 
breaking the complete dataset into various subsets. 
J48 builds a decision tree using a top-down, greedy 
search of all potential branches [21]. 

2.5 Support Vector Machine 

This approach to supervised learning is 
utilized for both classification and regression 
issues. It uses mathematical and theoretical 
functions to address the regression issue. When 
making predictions using a huge dataset, it offers 
the highest accuracy rate. It is a powerful machine 
learning algorithm that includes the concepts of 3D 
and 2D modeling [22]. The support vector machine 
was utilized to decrease variance and improve 
diagnosis accuracy in order to address the 
attainment limitations of individual models [23]. 
The SVM method for breast cancer assessment and 
diagnosis was put into action on the Wisconsin 
Diagnostic and Prognostic Breast Cancer datasets 
reported in the literature. The SVM technique 
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combines unusually well for both issues, with high 
accuracy, sensitivity, and specificity indices [24]. 

2.6 Support Vector Machine 

Data can be divided into small groups 
using the clustering method K mean. Algorithms 
are used to determine the degree of similarity 
between various data points. To evaluate a large 
dataset, data points must precisely belong to at least 
one cluster[25]. The concept of resemblance is used 
to identify clusters. Similar data point clusters all 
belong to the same family. Each data point in the C-
mean algorithm corresponds to a single cluster. 
Disease prediction and medical picture 
segmentation are its main uses [26]. 

2.7 Convolutional Neural Network 

Deep learning is a type of feature 
depiction [27] that uses the raw data to 
automatically find features appropriate for a 
specific job. The extractors of features are task-
specific in that they aren't always bound by the 
same set of rules [28]. A CNN-based method for 
classifying H & E-disordered histological sets of 
images for breast cancer is designed. The network 
learns all pertinent traits, minimizing the 
requirement for domain expertise. Images are 
divided into categories such as healthy tissue, 
lesions of benign origin, in situ, and aggressive 
malignancy. Another option is a binary 
classification as malignancy or non-malignancy. To 
do this, the network's architecture is built to excerpt 
data from many relaxant scales, such as nuclei and 
serious tissue conformation. The network is 
evaluated on a different collection of photos after 
being pre-trained on an enlarged area dataset. 
Scale-oriented network design and dataset 
augmentation have both been proven to be crucial 
for the approach's success [9]. CNN has been used 
to diagnose the malaria disease, and it produced a 
detection rate of 97.06 percent [29]. An integrated 
convolutional neural network was used to 
differentiate the COVID-19 images from the 
pneumonia images [30]  

Artificial neural networks focus on 
providing an all-encompassing, easy way to learn 
real-valued, discrete-valued, and vector-valued 
functions by using examples (ANNs). Gradient 
descent is a technique used by algorithms like 
backpropagation to modify metrics to best suit an 
input-output training set. ANN learning has been 

effectively used to solve issues including 
understanding visual sceneries, speech recognition, 
and learning robot control strategies because it is 
robust to faults in the training data [13]. A breast 
cancer classification and learning task and learning 
framework for doing multi-tasks are being used 
because some breasts have both malignant and 
benign outcomes [31]. 

3. PROPOSED MODEL 

3.1 Dataset Preprocessing and Feature Selection 

We have considered two types of datasets 
in this work. The first dataset is called 
breast_cancer.csv, which is downloaded from 
Kaggle and available in the UCI Machine Learning 
Repository, and it consists of 568 numbers of data. 
It consists of various features, and the second 
dataset consists of 952 numbers of data. In data 
preprocessing, the missing values are checked in 
every row and column of the dataset. The ID 
number, diagnosis (M = malignant, B = benign), 
and attribute information are available in the 
dataset. Actual-valued elements calculated for 
every cell nucleus consist of the radius (mean 
distance from the center to a specific target value 
on the perimeter), texture (average grayscale value's 
standard deviation), area, perimeter, smoothness 
(varying locally in radius lengths), compactness 
(perimeter2/area-1.0), concavity (intensity of the 
contour's concave areas), concave points (how 
many of the contour's concave areas there are), 
symmetry, and fractal dimension ("coastline 
approximation"-1). For every picture, the mean, 
standard error, and "worst" or "worst" feature—the 
mean of the 3 numbers of the largest values—were 
computed, producing a count of 30 features. For 
instance, fields 3 and 13 represent the mean radius, 
the radius SE, and the worst radius, respectively. 
Each feature value has four significant digits added 
to it. 

Our proposed model consists of two 
phases, which are: a) feature selection and b) 
prediction using a supervised machine learning 
algorithm. The dataset is preprocessed to remove 
noise and outliers, and then a certain number of 
features are selected using an improved grey wolf 
population algorithm. Feature selection (FS) is the 
selection of a small number of features without 
applying any transformations. Any classification 
system must prioritize pertinent features. As a 
result of the significant number of extracted 
characteristics, unnecessary features are frequently 
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created. The performance and strength of the 
system can be significantly impacted by these 
numerous characteristics, also referred to as "the 
curse of dimensionality." Furthermore, it is thought 
to be a significant threat to current learning 
strategies. By choosing pertinent characteristics, we 
can speed up training by streamlining the learned 
classifier. As choosing pertinent features is done in 
order to optimize the issue of feature selection, a 
specific fitness value can be considered an 
optimization problem. Numerous research studies 
have looked at this issue as an optimization issue. 
Some of them have the goal of maximizing the 
chosen attributes and using classification accuracy 
as a fitness function. Meta-heuristic algorithms that 
draw inspiration from nature are currently the most 
popular algorithms used to solve optimization 
problems. 

Improved grey wolf population algorithm: 

 1: Set the initial parameters: Feature size (FS), 
maximum iterations (MI)  
 2: Generate the initial grey wolf population Gi (i = 
1, 2 . . . n)  
 3: Assess the fitness of each search feature  
 4: Identify the best features based on their fitness  
 5: Ga = the best fitting search feature and its value  
 6: Gb = the second-level fittest search feature and 
its value 
 7: Gc = the third-level fittest search feature and its 
value  
  8. Gd  = the Fourth level fittest search feature and 
its value 
  9: while (t < MI) do 
 10: For each search feature, do 
 11: Calculate the accuracy  
 12: Use Eq. (13) to re-position (update) the current 
search feature 
 13: end for  
 14: Evaluate the fitness of a new feature set of 
features or values. 
 15: Update the best four solutions: Ga,Gb,Gc & Gd 
 16: t = t + 1  
 17: end while  
 18: return the best result Ga. 

We have used an improved grey wolf 
population technique for optimum feature selection 
to select the important and meaningful features 
among the N number of features in the dataset. 
Overall, there are 30 different features available in 
the dataset, and our grey wolf population algorithm 
selected 26 different features for further processing, 
such as training and testing and the prediction of 

breast cancer. Multiple times, the feature selection 
process is iterated, and the best four possible sets of 
features are selected. The breast cancer disease 
prediction is done using a modified logistic 
regression model, as shown in Figure 1. Python has 
a machine learning library called Scikit-learn 
(sklearn). It includes a number of methods for 
clustering, classification, and regression, including 
SVMs, k-means, gradient boosting, DBSCAN, and 
random forests. It is made to work with SciPy, 
Numpy, and Python. The dataset is trained and 
tested with a logistic regression model. A machine 
learning model is used to find out the relationship 
between the data. The dataset is split into training 
data and test data. The model is trained, and a 
trained model is called a trained logistic regression 
model. 

All the required models and metrics are 
imported from Sklearn. The breast cancer dataset is 
read using Pandas pd. The terms "benign" and 
"malignant" are used. The first dataset with 568 
records of data and 30 records of features is chosen 
and analyzed by applying our proposed model. The 
dataset consists of 212 malignant cases and 357 
benign cases, and our proposed model produced a 
92.98 percentage of accuracy. The second dataset, 
with 952 numbers of data and 26 numbers of 
features, is considered for diagnosis and analysis. In 
total, 28 columns are available, and 26 of those 
columns are featured. The first five rows of the data 
frame are listed as shown in figure 2. Here the data 
frame name is NC, and the first 10 values are the 
mean of the radius, concave points, compactness, 
area, perimeter, concavity, smoothness, and so on. 

The diagnosis column is added to the label 
of the data frame because the diagnosis is the array 
that contains 0s and 1s. Figure 3 represents the last 
five rows of the data frame, which consist of 
1206.0, 928.2, 1169, 602.4, and 1207.0 as area 
mean values, where 602.4 and 1207.0 are the 
minimum and maximum values, respectively. The 
maximum difference between the radius_worst 
values is 9.31. In terms of value, smoothness and 
compactness are less sensitive. Values that are not 
present but would have significance if they were 
are referred to as "missing data." A missing 
sequence, an incomplete feature, a missing file, an 
incomplete piece of information, or a mistake 
during data entry can all be considered missing 
data. In the current world, missing data is common 
in datasets. It is necessary to modify missing data 
fields before using them with data so that analysis 
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and modelling can be done on them. As shown in 
Figure 4, our dataset has no missing values. 

 

Figure 4: Representation of finding the missing values in 
the data set. 

 
3.2 Prediction System 

We have also built a prediction system that 
predicts whether a system has malignant 
(cancerous) cases or benign (non-cancerous) cases. 
The statistical measures for the dataset are provided 
by describe () method. The very first statistical 
measure is count, which describes how many 
columns are in each column.  

  

Figure 6: Count Plot for visualization of malignant and 
benign cases 

The mean value is the overall mean value 
of every column in the dataset. The 25% and 50% 
describe that 25% and 50% of the values of every 
column have a specific range of values, as shown in 
Figure 5, which shows that 25% of the column has 
a value less than 8.667 and 50% of the column has 
a value less than 9.08. In order to find out the 
number of malignant (cancerous) cases or benign 
(not cancerous) cases in the chosen dataset, we 
assumed that benign (not cancerous) cases would 
be 0s and malignant (cancerous) cases would be 1s 
in our proposed work. Among the 952 numbers of 
cases in the dataset, 597 (not cancerous) numbers of 
benign cases are represented by 0's, and 355 
numbers of malignant (cancerous) cases are 
represented by 1's, as shown in figure 6. 

The values of the malignant (cancerous) 
cases are higher than the benign cases. For 
example, the radious_mean value of a malignant 
case is 17.43, which is greater than the 
radious_mean value of a benign (not cancerous) 
value of 12.14. As shown in Figure 7, the above 
values play a vital role in determining whether a 
person has a malignant tumor or a benign tumor. In 
our system, we have split our dataset into two 
different types, which are training data and testing 
data. Eighty percent of the dataset is considered 
training data, and twenty percent of the dataset is 
treated as a testing dataset. For example, our model 
has predicted that this is a benign (not cancerous) 
value for this set of values such as the radius mean, 
texture mean, perimeter mean, and so on, as 
represented by Figure 8. 

4. RESULTS AND DISCUSSION 

To achieve the objectives of the research 
work outlined in the introduction section, this work 
has used an improved grey wolf population 
technique for optimum feature selection to select 
the important and meaningful features among the N 
number of features in the dataset, and the dataset 
has been properly preprocessed to improve the 
quality of the dataset. Our dataset has a variety of 
properties, and multivariate visualization is crucial 
for understanding interactions between various 
attributes. It displays the relationships between the 
various dataset kinds. A correlation is a signal 
regarding how two variables have changed over 
time. A correlation between the features will help 
the model improve its interpretability, so the 
relationship between the features can be analyzed in 
various ways. 
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The third row and fourth column indicate a 
relationship between radius_mean in the y axis and 
texture_mean in the x axis with a value of 0.3. The 
fifth column and fifth row indicate that the 
relationship between the same variables or features 
is perimeter_mean with a value of 1.0. In this 
research work, we have considered 26 features or 
attributes. The relationships between the features 
are represented as shown in figure 9. To put it 
simply, skewness is a measure of how far a random 
variable's probability distribution deviates from the 
distribution. It is mostly used for uni-variant sets of 
observations and visualizes them through a 
histogram; as there is only one observation, we 
select that column of the dataset. The probability 
distribution with no skewness is known as the 
"normal distribution." The distribution with the tail 
on its right side is said to be favorably skewed. For 
a positively skewed distribution, the skewness 
value is higher than zero. The distribution with the 
tail on its left side is said to be negatively skewed. 
For a negatively skewed distribution, the value of 
skewness is less than zero. 

 

Figure 10: Visualization of features with the use of 
distribution plots 

As shown in Figure 10, the majority of the 
features are right-skewed, which means that the 
majority of the data is on the left side and the mean 
value is greater than the median value. Many 
variables are available in the given dataset. But we 
have taken one variable at a time and analyzed it. 
Hence, it is called univariate analysis. In 

comparison to the median, the mean value is lower. 
Then it is called left-skewed data. 

Box and whisker plots, also known as box 
plots, are an excellent graphic to use when showing 
how data points are distributed across a selected 
parameter. These graphs display the measurement 
ranges of the variables. This takes into account 
outliers, the median, the mode, and where most of 
the data points fit within the "box." These 
illustrations are useful for contrasting the 
distribution of various variables. Outliers are 
handled by the data science and feature engineering 
sections. The dataset affects how the logistic 
regression model behaves. Boxplots are a common 
method for visualizing data to determine whether or 
not outliers are present. Outliers generally appear as 
circles when visualized in a box and whisker plot. 
The horizontal lines accessible below the box 
represent the minimum values of the corresponding 
column, and the lines above and below the boxes 
are referred to as whiskers, as shown in figure 11.  

For example, the texture_worst attribute 
has a minimum value of 12.02. The next box and its 
length are called the interquartile range (IQR). It is 
the range (dissimilarity) between the third quartile 
and the first quartile. The first quartile, 25 percent, 
is represented by this blue line that exists above the 
first horizontal line, which is termed Q1. The 
middle line represents the 50 percent, which is 
termed Q2, and the third quartile represents the 75 
percent, which is termed Q3. The Q1, Q2, and Q3 
values for the texture_worst column/attribute are 
21.32, 25.48, and 30.06, as shown in figure 11. 
Similarly, the values of the min, max, Q1, Q2, and 
Q3 values of the texture mean are 9.71, 38.290, 
16.33, 18.94, and 21.875. An outlier is a data point 
that lies outside the overall pattern in a distribution. 
The dissimilarity between Q3 and Q1 is called the 
interquartile range, or IQR. That is, IQR = Q3 - Q1, 
and any data point that falls outside of this range is 
considered an outlier and is treated accordingly at 
the lower bound: (Q1 - 1.5 * IQR) and the upper 
bound: (Q3 + 1.5 * IQR). An outlier is any data 
point that lies outside either the lower bound or the 
upper bound. We must understand the outliers, 
whether they are natural or incorrect data. If the 
outliers are natural, they should not be removed. 
The third column feature and the fourth column 
feature are represented using a scatter plot as shown 
in figure 12. 
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Figure 12: Visualization of two features by using a 
scatter plot 

Our proposed model has done efficient, 
optimum-based feature selection, so the model has 
improved its interpretability in understanding the 
features and relationships between the features 
when it makes the decisions.  

 

Figure 13: Confusion matrix for the results of the 
proposed model 

Figure 13 shows the following values: true 
positive = 335, false positive = 20, false negative = 
43, and true negative = 554. The proposed model 
predicted 335 cases as malignant (cancerous) cases, 
and they are actually malignant cases as well. The 
other 20 cases were predicted as cancerous, but 
they were actually non-cancerous or benign cases. 
All 554 cases predicted as benign (non-cancerous) 
cases are actually benign cases, while 43 cases are 
predicted as false negatives. 

 

Figure 14: Performance of the proposed model in terms 
of performance matrix 

The proposed model produced the 
sensitivity, specificity, precision, negative predicted 
value, accuracy, F1 score, Mathew correlation 
coefficient, false discovery rate, false positive rate, 
and false negative rate of 88.62%, 96.52%, 94.37%, 
92.8%, 93.38%, 91.41%, 86.15%, 3.48%, 5.63%, 
and 11.38%, respectively, as shown in figure 14. 

 

Figure 15: Comparison of the proposed model with 
existing model in terms of accuracy 
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The accuracy score is used to evaluate our 
model or to determine how many correct 
predictions are made by the newly proposed model. 
Abbas (2016)'s research group achieved 91.5% 
accuracy in his Deep-CAD system; the difference 
in accuracy value from the proposed model is 
1.88%. Sha et al. (2020) achieved 92% accuracy 
with a 1.38% difference. In addition to that, the 
proposed model is compared with the existing 
methods in terms of sensitivity, specificity, 
precision, and AUC, as shown in figure 15. The 
sensitivity value of the proposed model is 88.62, 
which is less than other sensitivity values of 
existing research groups such as Abbas (2016), 
Charan (2018), Ting et al. (2019), and Sha et al. 
(2020), but the specificity of the proposed model is 
96.52, which is greater than other existing methods 
listed above. 

5. CONCLUSION AND FUTURE WORK 

In this paper, a modified logistic 
regression model for improving the breast cancer 
disease prediction results on the breast cancer 
dataset is proposed. The purpose of this model is to 
help medical officers or doctors diagnose and 
predict breast cancer or tumors with high accuracy. 
The datasets were separated into two different 
classes: benign and malignant cases. The original 
dataset was preprocessed for noise removal, finding 
the missing values, and removing the unwanted 
data in the dataset. The improved grey wolf 
population algorithm played a vital role in selecting 
the features, so the modified logistic regression-
based model achieved the best accuracy and 
specificity values when compared with other 
models. By doing effective dimensionality 
reduction on the dataset and optimum feature 
selection, computation difficulty has been reduced, 
and the model has not faced any difficulty in 
understanding the features and relationships 
between the features. The model has improved its 
interpretability in understanding the correlation 
between the features and making the decision. 

Finally, it can be concluded that the 
feature selection-based modified logistic regression 
model achieved good performance compared with 
other existing approaches. The result showed 
88.62% sensitivity, 96.52% specificity, 94.37% 
precision, 92.8% negative predicted value, 93.38% 
accuracy, 91.41% F1 score, 86.15% Mathew 
correlation coefficient, 3.48% false positive rate, 
5.63% false discovery rate, and 11.38% false 
negative rate. In future work, the proposed method 

can be further integrated with other deep learning 
models to diagnose and predict other types of 
tumors with the highest accuracy. 
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Figure 1: The flowchart of the proposed method; our prediction task is composed of two components: 
 a) Feature selection b) Supervised machine learning algorithm 

 
 

 
 

Figure 2 :  Representation of the first 5 rows of the data set. 
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Figure 3: Representation of the last five rows of the dataset 

 

 
Figure 5: Computation of values Min, Max, Mean, Standard deviation, and quartile values 
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Figure 7: Computation of mean values for all the features 

 

 

Figure 8: An example prediction of a proposed model for a certain set of features 
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Figure 9: The correlative matrix of the set of features 

.

 
Figure 11: Visualization of features by using Box and whisker plots 


