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ABSTRACT 
 

On the internet, a huge amount of text data is collected, and segregating it based on a particular category is a 
crucial task. The data collected can be structured or unstructured. In the proposed method, machine learning 
algorithms and ensemble technique is used to handle the unstructured text data for classifying the text. The 
paper aims to evaluate the performance of the machine and deep ensemble classifiers. Ensemble classifiers 
provide solutions to numerous problems. There are various methods for the ensemble. General ensemble 
techniques are bagging, boosting, and stacking. In this paper, the bagging and boosting techniques are used 
to evaluate the performance of the models. Different voting schemes are available in the bagging method. 
The ensemble learner used in this paper makes predictions based on voting techniques.  

Keywords: Bagging, Boosting, Ensemble, Machine Learning, Deep Learning 
 
1. INTRODUCTION  
 

One of the common unstructured forms of data is 
text. Classifying the text helps to quickly retrieve the 
data from the internet. It can be done easily with the 
help of natural language processing tools. Text 
categorization [1] is used in several applications. In 
an organization, text categorization [2] plays a 
significant role to resolve end-user issues. A manual 
approach to categorizing customer support tickets is 
a time-consuming and error-prone process. To 
overcome this problem, ML and DL techniques are 
used to automatically categorize the text. Text 
tagging is used to understand customer insights. It is 
used for both binary classification problems like 
spam mail classification and multi-class 
classification problems. Understanding the subtle 
meaning of text and tagging is a complicated task. 
Ensemble methods are widely used in classical 
machine learning to improve the robustness of the 
model. Basic ensemble methods are averaging and 
voting. Advanced ensemble techniques are bagging, 
boosting, and stacking. An algorithm that uses the 
bagging technique is random forest and the 
algorithms using boosting technique are Adaboost, 
XGBoost, Gradient Boosting Machine (GBM). 
Ensemble techniques are extensively used in many 
research works. It constructs multiple models and 
combines their outputs to predict the results. The 
ensemble is used to obtain a collective output from 

diverse models. It is used to attain a reliable model. 
Deep learning has shown good results when 
compared to traditional machine learning models. To 
improve further we can ensemble deep learning 
models. 

The scope of the paper is to analyze the 
performance of ensemble machine learning and deep 
learning models for binary and multi-class text 
classification problems. Two datasets are used for 
muti-class text classification and one dataset is 
applied for binary classification problems. This 
study uses bagging and boosting techniques to 
ensemble the models. Accuracy and loss metrics are 
used to evaluate the performance of the models. 

In this paper ensemble method using ML and DL 
techniques is applied for the text classification. This 
paper is organized as follows: Section 2 deals with 
different literature surveys on this problem. Section 
3 gives a brief overview of the datasets used for text 
classification and the methodology implemented. 
Section 4 describes the machine learning classifiers 
used in this study and section 5 explains various 
ensemble methods. All the obtained results are 
compared and discussed in section 6. Finally, section 
7 concludes the whole work. 

2. BACKGROUND 

Zhang, Yuebing, et al. [3] suggest that traditional 
ensemble methods used weak base classifiers and 
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not strong base classifiers. The author aims to use 
strong base classifiers. The proposed technique 
outperforms the accuracy and cost of other ensemble 
approaches such as weighted voting, majority 
voting, and meta-learning.  

Liang, Decui, and Bochun Yi [4] propose a 
technique to avoid misclassification in classifying 
policy text through two-stage and (3WD) 3-way 
decision ensemble technique. Classifying policy text 
is helpful for medium-sized enterprises. CNN is used 
as a base classifier and later AdaBoost and bagging 
methods are employed to classify policy text. 

Khai Tran, Thien, and Tuoi Thi Phan [5] handle 
various feature types such as sentiment shifting, 
language features, and statistical techniques using 
the classifier ensemble method. The paper uses real-
time datasets from social media, blog posts, and 
product reviews.  

Anand, Manish, et al [6] used fuzzy-based CNN 
for feature selection. HASOC 2020, offensive 
language identification dataset (OLID), and 
CAALDYC dataset are used for implementation. 
The online dataset is taken from Twitter, Youtube, 
and Facebook. Different metrics are used in this 
paper to assess the performance of classifiers. 
Ensemble architecture with Bi-LSTM, SVM, and 
naïve Bayes algorithms are used to handle 
Multilingual Text Classification (MTC) in this 
paper. 

Roy et al [7] focussed on text posted on social 
media to identify hate speech and aggressive 
language. The performance of ML models, DL 
models, transformer models, and ensembled 
transformers with DL models are discussed in this 
research. It uses an ensemble technique to handle a 
code-mixed dataset that contains text from two or 
more languages. 

Lin et al [8] identify harmful news and fake news 
in their research. The correlation between harmful 
news and text sentiment is analyzed. Transformer 
based ensemble technique is used in this study. 

Sharif et al [9] used ML models, DL models, 
transformers models, and ensemble methods for 
implementation. The paper uses weighted ensemble 
techniques to identify aggressive text in social media 
and categorize it. 

J Briskilal and C.N. Subalalitha [10] proposed a 
hybrid model using BERT and RoBERTa to classify 
idioms and literal texts. TroFi dataset is used for this 
purpose. The Fscore and accuracy of the ensemble 
model are greater than BERT model and RoBERTa 
model. 

 
Many researchers are working on text 

classification problems using different ensemble 
methods for improving the performance of the 

models. Table 1 shows the summary of previous 
works using ensemble techniques in machine 
learning, deep learning, and transformer-based 
approaches. Most of the previous research works 
used datasets with binary labels. This research paper 
uses both binary and multiple-label datasets and the 
work focuses on ensemble methods using machine 
and deep learning techniques. 

  
3. PROPOSED METHODOLOGY 

Combining several different models to create an 
ensemble classifier. The output from each model is 
combined to produce ensemble classifier output. For 
classification problems, the document is labeled 
using voting methods. In the case of regression, the 
ensemble learner finds the mean value to predict the 
result. Then we can test the model with the test data 
that is kept aside. As each kind of learner has a sort 
of bias, they are put together to reduce the overall 
bias. Thus, ensemble learner [11] reduces error and 
leads to less overfitting.  

In this article, ML algorithms are fused to handle 
multi-class classification problems. Later the 
performance of the individual classifier and hybrid 
classifiers are evaluated to classify the news articles 
[12]. Ensemble learning takes opinions from 
multiple classifiers to make predictions. It is used to 
solve myriad problems. This study also analyses the 
performance of the deep ensemble model using the 
IMDB dataset. It comes under two categories.  

3.1 Dataset collection 
In this study, two datasets are used for the 

machine learning ensemble process. BBC news 
dataset and AGNews dataset are taken for ML 
ensemble implementation. BBC dataset contains 
2225 samples with five categories. The first 5 
articles of the BBC dataset are shown in figure 1. 
The dataset is partitioned as training and testing sets. 
Figure 2 shows the counts of each category and the 
train-test split of the BBC dataset. The ensemble is 
made on this dataset using hard voting, soft voting, 
and voting with weights. The second dataset is 
AGNEWS containing one million news articles with 
train and test sets. Figure 3 presents the number of 
features extracted using TFIDF [9]  for training and 
test samples. It also gives the shape of training and 
test data. Hard voting is tried for this dataset. The 
third dataset is the IMDB dataset which contains 
50000 positive and negative reviews on movies. The 
first five rows of the IMDB dataset are shown in 
figure 4. The paper assesses the performance of 
traditional machine learning algorithms, ensemble 
classifiers using bagging and boosting techniques on 
ML, deep learning models, and ensemble deep 
learning models for the IMDB dataset.
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 TABLE 1:  Summary Of The Previous Works Using Ensemble Techniques 

Reference Ensemble 
technique 

Metric 
used  

Dataset Number of classes 

Zhang, Yuebing, 
et al. [3] 

Deep Learning 
ensemble 

Accuracy IMDB, 
MR, 
Customer Review, 
SUBJ 
MPQA 

Binary labels 

Liang, Decui, and 
Bochun Yi [4] 

Ensemble CNN 
model 

Accuracy 
 

Policy text Binary labels 

Khai Tran, Thien, 
and Tuoi Thi 
Phan [5] 

Machine learning 
ensemble, 
Deep learning 
ensemble 

Accuracy 
 

Social media, 
Blog posts,  
Product reviews  
 

Binary labels 

Anand, Manish, 
et al [6] 

BiLSTM+NB+SVM Accuracy, 
Precision, 
Recall, 
F1-score, 
RMSE 

HASOC 2020, 
OLID, 
CAALDYC 
 

Hierarchical labels 

Roy et al [7] Ensemble model 
using deep learning 
and transformers 

Precision, 
Recall, 
F1-score 
 

Hate speech and 
offensive language 
from Social media 

Binary labels 

Lin et al [8] Transformer based 
ensemble technique 

Precision, 
Recall, 
F1-score, 
Accuracy 

Fake and harmful 
news 

Binary labels 

Sharif et al [9] Machine learning 
ensemble, 
Deep learning 
ensemble, 
Transformer based 
ensemble  

Precision, 
Recall, 
F1-score 
 

Aggressive and non-
aggressive text from 
Social media 

Binary labels, 
Multiple labels 

J Briskilal and 
C.N. Subalalitha 
[10] 

Transformer based 
ensemble technique 

F1-Score, 
Accuracy 

Trofi dataset Binary labels 

Figure 1. Description Of BBC Dataset 
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Figure 2: Counts of each category and train-test split in 
BBC dataset 

 

Figure. 3:  Train And Test Split Of Agnews Dataset 

 
Figure 4:  First 5 Rows Of Imdb Dataset 

 

3.2 Preprocessing 

The pre-processing [9] comprises scaling, 
normalization, and binarization methods. After data 
gathering, it is necessary to pre-process the text 
content in order to retrieve the useful features. Pre-
process consists of various subprocesses like 
tokenization, stop word removal, stemming, 
lemmatization, named entity recognition, and POS 
tagging. Tokenization is to extract tokens from the 
text. Stop words are common words from the text 
which should be removed from the text as it 
increases the sparsity in the matrix. Stemming is to 
find out the root word of the tokens without 
dictionary meaning. Lemmatization is to identify the 
base form of the word with dictionary meaning. 
Named entity recognition is recognizing the 
fundamental entities in the text such as person name, 
organization name, location, date, time, etc. POS 
tagging is used to describe the tokens with parts of 
speech tags like nouns, verbs, adverbs, adjectives, 
etc. The token count before removing unwanted 
characters is computed for the IMDB dataset and it 

is shown in figure 5. The token count is reduced after 
removing unwanted characters and is portrayed in 
figure 6. The sentiment labels are replaced with 
numeric values using a label encoder and are 
depicted in figure 7. Figure 8 represents the shape of 
the IMDB dataset, the number of samples in each 
category, and the training and test data split. Once 
pre-processing is completed, features are extracted 
using feature extraction techniques [13]. 

Figure 5: Token Count Before Removing Unwanted 
Characters

 
Figure 6: Token Count After Removing Unwanted 

Characters 

 
Figure 7: Sentiment Labels Are Replaced With Numeric 

Values Using Label Encoder 
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Figure 8: IMDB Shape, Count Of Samples In Each 

Category, Training And Test Data Split 
 
4. CLASSIFIERS 

4.1 Logistic Regression 
The logistic regression algorithm uses a sigmoid 
function to predict the dependent variable from the 
independent variables. The logistic function shown 
in equation (1) takes the input ‘t’ as a real value and 
outputs the value 0 or 1. The standard logistic 
function is given as  

σ(t) =
ଵ

ଵା௘ష೟
                  (1) 

It comes in various types. Linear regression 
estimates the value of the dependent variable when 
there is a change in the independent variable whereas 
logistic regression finds the probability of an event. 
Hence linear regression algorithm is used for 
regression problems and logistic regression for 
classification problems. It is efficient to implement 
and train logistic regression algorithms. When the 
samples are more than the features, this technique is 
recommended to prevent overfitting. Regarding the 
distribution of classes in feature space, it makes no 
assumptions. 
4.2 Random Forest 
It is an ensemble technique with a collection of 
decision trees. The samples are divided into ‘n’ 
subsamples and each subsample is given to a 
decision tree. The decision trees predict the output of 
all subsamples. The final output is predicted from the 
output of all the subsamples. It is a meta-estimator 
that uses various decision tree classifiers on 
subsamples to improve accuracy and overfitting. It 
applies the bagging technique. It is quite similar to 
k-fold cross-validation. When compared to logistic 
regression or support vector machines, random 
forest performs worse. 
4.3 Multinominal Naïve Bayes 
The multinominal Naïve Bayes (MNB) technique 
depends on Baye’s statement of predictor 
independence. To simply express, an NB classifier 
assumes the presence of a feature in a class has no 
relation with any other features. It is simple to build 
and specially applied for very large data sets. It is 
well known that Naive Bayes outperforms even the 
most sophisticated classification methods. 

P(c│x) =
୔(୶│ୡ)୔(ୡ)

୔(୶)
  (2) 

Equation (2) represents Bayes theorem which 
computes P(c|x), the posterior probability of class ‘c’ 
given predictor ‘x’ from the prior likelihood of class 
P(c), the prior likelihood of predictor P(x), and the 
probability of predictor given the class P(x|c). The 
naive Bayes method predicts the probability of 
different classes based on various attributes. NB 
method is mainly useful for text classification [14] 
when a problem contains several classes. The class 
of the test dataset might be correctly predicted 
quickly by the Naive Bayes approach. To solve 
multi-class prediction issues, it is used. The Naive 
Bayes algorithm outperforms other classifiers with 
fewer training samples when the independence of the 
features is assumed. Compared to numerical 
variables, it does remarkably well with categorical 
input variables. If a categorical variable is present in 
the test dataset but not in the training dataset, the NB 
model will give zero probability. Making predictions 
is quite difficult in such cases. Zero frequency is a 
phenomenon that is solved by using a smoothing 
technique and the model assumes every feature is 
independent of other features. While it seems 
fantastic in theory, it is difficult to find a set of 
independent properties in real-time applications. 
This method can be used to produce real-time 
predictions because it is quick and effective. It is 
used to quickly determine the probability of several 
target classes. This algorithm is used to determine 
whether or not an email is spam. For spam filtering, 
this algorithm works incredibly well. It is easy to 
implement sentiment analysis with the assumption 
of feature independence. To determine whether a 
target client group has positive or negative feelings 
sentiment analysis is used.  
There are various types of this algorithm. The 
predictors in Bernoulli Naive Bayes are Boolean 
variables with the values True and False ('Yes' or 
'No'). When samples are drawn from a multivariate 
Bernoulli distribution, it can be employed. Problems 
with document classification are resolved with 
multinomial naive Bayes. This algorithm sorts 
documents according to the category and it makes 
use of word frequency as an attribute. If the 
predictors take continuous value or if the samples are 
from gaussian distribution, Gaussian Naive Bayes is 
utilized. 
4.4 Support Vector Machine 
A hyperplane is the decision boundary to separate 
the data points. The data points that are near the 
hyperplane are said to be support vectors. If data 
points are linearly separable then linear SVM is used 
otherwise non-linear SVM is used. The 
hyperparameters C and gamma are used to fine-tune 
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the SVM. If the value of the C-hyperparameter 
increases, misclassification will be less as it acts as a 
penalty. If the gamma value increases, it leads to 
overfitting. Kernels in SVM can be used to transform 
high-dimensional data into low-dimensional data. 
SVM executes admirably when there is a significant 
gap between classes. It achieves good performance 
when there are more dimensions than samples, as 
well as in high-dimensional spaces. The SVM 
algorithm does not work well for large and noisy 
data sets.  
4.5 MultiLayer Perceptron 
If the data points are linearly separable then a single-
layer perceptron can be used otherwise it is 
preferable to use a multilayer perceptron. MLP 
consists of input and hidden and output layers. To 
bring nonlinearity into the model activation 
functions are used. Adam is the default optimizer 
and relu is the default activation function used in 
MLP. 
 
5. ENSEMBLE METHODS 

The ensemble [15,16] combines the output of 
various classifiers to produce a final output. It can be 
done using bagging, boosting, and stacking 
techniques. Figure 9 depicts the ensemble approach 
using the voting concept. The original dataset is split 
into sample datasets. The output of each sample 
dataset is predicted using base classifiers. The final 
output of the ensemble model [17] is predicted by 
the voting technique. The ensemble algorithm is 
given in Table 2. The bagging algorithm is described 
in Table 3. Table 4 explains the boosting algorithm. 
  

 
Figure 9. An ensemble approach using voting 
 
 

Table 2:  Ensemble Algorithm 

Ensemble algorithm 

Let N be the size of the training dataset 

Make M samples with the replacement of size N from 
the original training set 

for each sample do 

       Apply the learning algorithm to each sample. 

       Predict the class of each classifier 

Find the class with the maximum value  

return class 

 
5.1. Bagging 
Bootstrap aggregating or Bagging classifier [18] is 
an ensemble classifier constructed using multiple 
estimators and aggregating the results either by 
voting or averaging method. When a random dataset 
is used with replacement, it is known as bagging else 
it is pasting. An Independent dataset called bootstrap 
is given for each classifier in the bagging ensemble 
method. Each classifier predicts the output of the 
bootstrap sample. Bagging employs an aggregation 
method to compute the final predictions. For 
classification problems [19], the voting technique is 
employed and for regression problems, the average 
technique is adopted. Hard and soft are the two types 
of voting. Hard voting [20] predicts the class with 
the max rule method. The majority voting of 
multiple models is taken as ensemble classifier 
output. Soft voting uses a probability averaging 
technique to compute the probability scores of 
several models to determine the overall score of the 
ensemble learner. In the case of the weighted 
average method, the weighted average of probability 
is computed. Ensemble learner results are calculated 
by allotting different weightage to each classifier 
based on the significance of the classifier.  

Table 3: Bagging Algorithm 

Bagging algorithm 

Input the samples D 

Divide the samples into subsamples Dm 

For each subsample do 

             Build the model Gm 

             Predict the output of Gm 

End for 

For the regression problem, averaging the output 
from all the models 

For the classification problem, voting is taken from 
all the models 
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5.2 Boosting 
The bagging algorithm adopts a parallel processing 
method whereas boosting algorithm works 
sequentially. In boosting ensemble technique, 
misclassifications from the previous classifier are 
fed as input for the subsequent classifier. Then, the 
final result is taken from all the weak or base 
classifiers. All the weak classifier combines together 
to form a strong learner. 

Table 4:  Boosting Algorithm 

Boosting algorithm 
Input the samples D 
Initially, equal weights are assigned to the samples. 
The entire sample is given to the first classifier 
Repeat  
       Assigning low/high weights to wrongly   
       classified points. 
       Wrongly classified samples are sent to the next   
       model 
        Reinitialize the weights of the samples. 
        Training the model 
        Computing the error 
        Predicting the output 
Until all the samples are trained 
 

 
5.2.1. Adaboost classifier 
Adaboost uses decision stumps to predict the 
original dataset by assigning equal weights to each 
observation. From the first classifier, it identifies the 
misclassified observation and gives higher 
weightage to them. It continues the process in an 
iterative manner with new classifiers until no more 
misclassified observations are seen or a particular 
limit is reached. Adaboost algorithm can handle both 
regression and classification problems. The 
performance of the adaboost algorithm can be tuned 
(optimized) using parameters such as estimators, 
learning rate, and base estimators. The weak 
classifiers are controlled by estimators. The 
contribution of each learner is determined by the 
learning rate parameter. The various machine 
algorithms employed are specified in the base 
estimators. 
5.2.2. Gradient Boosting Machine 
It sequentially trains many classifiers by minimizing 
the loss function using the gradient descent method. 
It constructs a new classifier to provide an accurate 
estimate. It uses a decision tree as a weak classifier. 
It optimizes the performance of the model using 
estimators, maximum depth, and learning rate 
parameters. There is always a trade-off between 
estimators and learning rates. The number of node 
counts in a tree can be restricted using the maximum 
depth parameter. 

5.2.3.  XGboost classifier 
It stands for extreme gradient boosting. It also uses 
decision trees as weak learners. It is the extension of 
the gradient boosting technique. It performs 
processing at the node level and hence it is quite 
faster than the gradient boosting method. By using 
various regularization techniques and 
hyperparameters, the XGboost method reduces 
overfitting. 
5.3 Stacking 
The stacking method works on bootstrapped data 
similar to the bagging technique. The stacking 
ensemble technique adopts two levels of training. 
The first level classifier represents the individual 
estimator and the second level classifier is said to be 
meta learner. The output of all classifiers is given to 
the meta-classifier [21] to predict the final output. 
The idea behind the meta classifier is to determine if 
the training data is correctly learned.  
 
6. RESULTS AND DISCUSSION 

6.1. Ensemble results using machine learning 

The performance of state of art classifiers and 
ensemble models [22,23] is assessed in this paper. 
When compared to individual learners, the 
performance of the ensemble classifier [24] is 
superior. The training and testing accuracy score is 
computed for both datasets. The precision, recall, 
f1score, and support for all the labels are generated 
using a classification report. It also computes the 
accuracy, macro average, and weighted average for 
the metrics. Figure 10 to 14 depicts the performance 
metrics value of MNB, LR, SVM, MLP, and RF for 
AGnews dataset. The precision, recall, f1score, and 
support for all the labels are generated using a 
classification report. It also computes the accuracy 
[25], macro average, and weighted average for the 
metrics.  
 

 
Figure 10. Performance Metrics Of MNB Classifier For 

Agnews Dataset 
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Figure 11. LR Classifier Performance Results For 

Agnews Dataset 
 

 
Figure 12. SVM Classifier Implementation Results On 

Agnews Dataset 
 

The results of individual classifiers for BBC 
dataset are shown in figure 15. Logistic regression 
produces higher accuracy when compared to other 
classifiers. When standard SVM is used instead of 
linear SVM, SVM shows better accuracy than other 
algorithms which is depicted in figure 16. Table 5 
represents the test accuracy of all classifiers for BBC 
and AGNews datasets. Figure 17 shows the bagging 
output of IMDB dataset and figure 18 represents 
IMDB boosting output. 

 

Figure 13. MLP Classifier Results On Agnews Dataset 
 

 

Figure 14. RF Classifier Performance For Agnews 
Dataset 

 

 

Figure 15. Performance of classifiers for BBC dataset 
 

 

Figure 16. Test Accuracy Of Various Classifiers For 
BBC Dataset 

 

Table 5: Test Accuracy Of Classifiers For BBC And 
Agnews Dataset 

 

Classifier BBC News AGNews 

SVM 97.45 91.04 

Logistic Regression 97.15 90.82 

MLP 96.85 89.45 

Naïve Bayes 96.25 89.48 

Random Forest 95.05 88.26 

Ensemble Classifier 97.90 91.11 
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Figure 17. Bagging Output Of IMDB Dataset 

 
 
Figure 18. Boosting Output Of IMDB Dataset 
 

 
6.2. Ensemble results using Deep Learning 
Convolutional neural network (CNN) [7] is excellent 
at extracting local and position-invariant features. 
Long short-term memory (LSTM) performs 
classification with the help of long-gap semantic 
dependency. LSTM [5] is a type of recurrent neural 
network which is used for many applications. It is 
efficient in learning the order dependence in 
sequence prediction problems. Hence it can be 
applied for machine translation and speech 
recognition tasks. Bidirectional LSTM uses 
information from both ends of the sequence to 
estimate the output. The current output depends on 
future and past observations. Gated Recurrent Unit 
(GRU) [25] provides a gated approach to efficiently 
capture dependencies on different time scales. 
Conventional RNNs face the problems of vanishing 
and exploding gradients. To overcome this problem 
GRU is used. CNN, LSTM, GRU, and 
bidirectional long short-term memory (Bi-LSTM) 
[6] are used for deep learning ensembles. The loss 
and accuracy are calculated for deep ensemble 
models. 5 epochs are taken for computing loss and 
accuracy of the models. Figure 19 displays the 
accuracy of classifiers for the IMDB dataset.  

Table 6: Training And Testing Accuracy For The IMDB 
Dataset  

Classifiers Training 
Accuracy 

Testing 
Accuracy 

CNN 100 88 

GRU 95 87 

Bi-LSTM 95 87 

LSTM 93 86 

CNN+GRU 97 88 

CNN+Bi-LSTM 97 88 

CNN+LSTM 97 87 

 

 
Figure 19. Accuracy For IMDB Dataset 

Table 7: Training And Testing Loss For The IMDB 
Dataset  

Classifiers Training 
Loss 

Testing 
Loss 

CNN 0.17 54 

GRU 13 39 

Bi-LSTM 13 37 

LSTM 16 37 

CNN+GRU 7 39 

CNN+Bi-LSTM 7 36 

CNN+LSTM 7 40 

 

75 80 85 90 95 100 105

CNN

Bi-LSTM

CNN+GRU

CNN+LSTM

Accuracy of Classifiers

Testing Accuracy Training Accuracy
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Figure 20. Training And Testing Loss For IMDB Dataset 
 
Figure 20 illustrates the loss of classifiers for the 
IMDB dataset. Table 6 represents the accuracy of 
DL and ensemble DL classifiers for the IMDB 
dataset. The accuracy of DL classifiers is higher than 
ML classifiers. Table 7 describes the loss values 
during training and testing for the IMDB dataset. 
The loss value of ensemble CNN with BiLSTM is 
less than other classifiers. 
 
7. CONCLUSION 

The Ensemble technique is the hybrid model of 
various classifiers. A hybrid model is used to 
improve the predicted accuracy and to avoid 
overfitting problems. In this paper, various ensemble 
techniques like bagging, boosting, and stacking are 
discussed. This study is performed to implement an 
ensemble technique for text classification problems. 
Three datasets are used for this study. The 
performance of individual classifiers and hybrid 
models are compared. The experiment makes use of 
bagging and boosting techniques. According to the 
experimental findings, hard voting performs better 
than weighted and soft voting. Ensemble classifier 
using ML algorithms gives slightly better results for 
multi-class text classification datasets when 
compared to ML algorithms. IMDB dataset is 
utilized for the deep ensemble model. The accuracy 
and loss of deep ensemble classifiers are more or less 
the same as DL models for this dataset. Ensemble 
learner using DL algorithms gives better results for 
binary text classification dataset when compared to 
traditional machine learning algorithms.  
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