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ABSTRACT 
 
Deep Vein Thrombosis (DVT) is caused due to blood clots in deep veins. DVT symptoms differ from patient 
to patient. The prediction of DVT is essential in the primary stage. Otherwise, it may lead to Pulmonary 
Embolism(PE). In this research, a new DVT prediction model is designed with the data augmentation 
concept, a technique commonly used in machine learning to enhance the dataset used in the learning process. 
It produces new cases from the original dataset without varying the pattern of the data. The proposed model 
consists of data augmentation, weighted feature selection, and classification phases. Initially, the data 
augmentation is performed after gathering the data related to DVT. Secondly, data cleaning and outlier 
removal are done on the collected data to improve the data quality. Furthermore, weighted feature extraction 
is used with Hybrid Lion-Sea Lion Optimization (HL-SLnO) to extract high-quality, non-redundant features 
from data. Finally, the obtained features are sent to the classification phase, where they are processed using 
Modified Ensemble Classifiers (MEC) with Long Short-Term Memory (LSTM), Deep Neural Network 
(DNN), and XGBoost with parameter optimization derived from the same HL-SLnO. MEC combines the 
decisions from the classifiers mentioned above to improve the overall performance to obtain the best-
predicted result. Finally, the experimental results show that the proposed model has effectively enhanced the 
prediction of DVT risk and provided decision support for other nursing and medical intervention. 
Keywords: Deep Vein Thrombosis, Weighted Feature Selection, Hybrid Lion-Sea Lion Optimization, Deep 

Neural Network, Long short-term memory. 
 
1. INTRODUCTION 
 
One of the most severe issues in peripheral vein 
diseases is intraluminal clotting. DVT is one of the 
peripheral vascular disorders. Thrombosis is the 
formation of a blood clot inside a blood vessel. DVT 
is the name for this condition when it occurs in the 
deep veins. Pulmonary embolism (PE) is the most 
dangerous complication of DVT. PE is a blockage in 
one of the lungs' pulmonary arteries. PE occurs when 
blood clots migrate from the deep veins of the legs 
to the lungs. As a result, DVT is a leading cause of 
illness and death worldwide.  
 
Primary care physicians in many countries lack the 
technology to perform imaging tests such as 
ultrasound or venography, requiring them to rely on 
probabilistic models. The finest clinical probability 
model, such as the wells criteria, has been developed 

for this purpose. It is usually rule-based and simple 
to understand. It can be calculated based on 
symptoms and risk factors shown in Table.1. Age 
and gender should be considered for prediction. 
Female subjects have more chances of getting DVT 
compared to male subjects. DVT is more likely to 
occur in older subjects [11,12]. All of these should 
be considered features of the proposed model. Based 
on the Wells score, the DVT is classified into three 
categories such as: 

 The risk is minimum: Wells score = 1 
 The risk is modest: Wells score =  2 or 3 
 The risk is considerable: Wells score > 3 

 
This helps the doctor to decide whether DVT is 
present or not and also to proceed with further 
diagnostic testing like venography and CT Scan 
[13-15]. The usage of machine learning and 
Artificial Intelligence (AI) in biomedical and 
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medical engineering has improved the early 
detection, prediction, diagnosis, and classification 
of diseases [16-22]. Machine learning is more 
helpful to analyze the data, which is more 
applicable to aiding the Information Technology 
(IT) goals and design tools. It also can synthesize 
and utilize the data for meeting those goals and 
serving users. Hence, the exploration of ensemble 
learning suggested in this research can be further 
adopted into various IT domains like image 
recognition, text generation and analysis, speech 
recognition, data analytics, etc.. 
 

Table 1: Clinical Criteria For Detecting Deep Vein 
Thrombosis Developed By Wells [13,14,15] 

 
Symptoms and risk factors Points 

Cancer that is current or has just been treated 1 
Leg paralysis 1 
Bedridden for more than three days recently 
or underwent significant surgery within the 
past  four weeks 

1 

Pain in the area of a deep vein 1 
Leg swollen  1 
A calf that is swollen and has a diameter that 
is more than 3 cm greater than the other calf's. 

1 

Veins in the legs that are larger but not 
varicose  

1 

Dvt was previously diagnosed  
Pitting edema confined to the symptomatic leg 

1 
1 

More likely other diagnoses  1 

 
The research questions considered for promoting 
this research work with the incorporation of ML 
techniques to predict DVT are listed here. 

1. Is there a general culture of screening 
conducted for DVT in COVID-19 patients? 

2. Is the data collection in predicting DVT in 
COVID-19 patients adequate? 

3. Are the recently developed ML techniques 
performed better to predict DVT in 
COVID-19 patients? 

4. Are heuristic methods helpful for 
diagnosing DVT symptoms? 

This paper is organized as follows: Section 2 
explains the literature survey, Section 3 describes the 
architectural view of the DVT detection model, 
Section 4 discusses optimal weighted feature 
selection by hybrid HL-SLnO for DVT detection, 
Section 5 describes Enhanced Deep venous 
thrombosis detection using MEC, section 6 
presented the results and discussion, and finally, 
conclusions are drawn in section 7. 
 

2. LITERATURE SURVEY 

Various machine learning and deep learning models 
have been developed to detect and analyze DVT and 
PE. Numerous DVT prediction models are reviewed 
in Table 2. The research gaps identified in these 
reviews motivate the development of a new 
prediction model in this field. 
 
3. ARCHITECTURAL VIEW OF DVT 
DETECTION MODEL 
 
A novel MEC-based approach is introduced in this 
work to detect DVT accurately. The architectural 
design of the proposed DVT detection model is 
shown in figure 1. 

The proposed DVT prediction model consists of data 
collection, data augmentation, weighted feature 
selection, and classification phases. The dataset is 
collected based on the reference [1] and consists of 
10000 cases used to train and validate ensemble 
classifiers.  The total risk type of the dataset is 6. 
They are low risk with a positive and negative 
diagnosis, medium risk with a positive and negative 
diagnosis, and high risk with a positive and negative 
diagnosis. 

 
Figure 1: DVT detection model 

 
Then, the data augmentation enhances the data set by 
producing new cases from the original data set 
without varying the data pattern and results in 
identifying the risk factors. The dataset is trained in 
row types, with each row including gender, age, and 
ten symptoms (features). At last, the values related 
to each patient are obtained, the positive cases are 
denoted as 1, and the negative cases are indicated as 
0. The collected input data is determined as Dar, 
where, r =1,2,3….R, R is represented as the total 
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data count. The augmented data are expressed as 
Da . 
 
Later, the feature is selected, and the weighted 
feature selection is performed using the suggested 
HL-SLnO method by optimizing the weight to 
minimize the correlation and maximize 
classification accuracy. Finally, the chosen weight 
features are subjected to the classification phase. The 
classification task is performed with MEC, including 
LSTM, DNN, and XGboost. The highest ranking 
from the classifier output is considered the best-
predicted result. 
 

4. OPTIMAL WEIGHTED FEATURE 
SELECTION BY HYBRID LION-SEA LION 
OPTIMIZATION FOR DVT  DETECTION 

The proposed HL-SLnO algorithm is used for 
weighted feature selection to minimize the 
correlation between the features such as age, gender, 
and Well’s mentioned symptoms and enhance the 
classification phase's performance by optimizing the 
parameters like hidden neuron count in LSTM, 
learning rate in XGBoost, and hidden neuron count 
in DNN. The hybridization of the Lion Optimization 
Algorithm (LOA) [26] and Sea Lion Optimization 
(SLnO) [27] algorithms have several features; 
chosen in this paper to maximize the performance of 
DVT detection. 

 
Table 2: Features of DVT prediction models 

 
Author [citation] Methodology Features 

Berenice et al. [1] Artificial Neural 
Network(ANN) model 

•It improves accuracy, recall, and sensitivity. 
•It performs very well in unbalanced data. 
•In this, age and gender are considered, along with Wells  
mentioned ten features.  
•Diagnostic accuracy is 91% only. 

Luo et al. [2] Generalized Linear 
Model(GLM)and 
Support Vector 
Machine(SVM) 

•It has reduced the usage and occupation of medical costs. 
•It performs very well in real-time datasets. 
•It is not performed well while handling insufficient data. 

Ryan et al. [3] Gradient boosted 
algorithm 

•It has maintained a lower false positive rate. 
•It prevents unnecessary invasive testing. 
•It does not seem suitable for predicting the long-term risk of the 
patient population. 

Willanet al. [4] ANN model •It offers efficient decision-making. 
•It is more suitable for performing complex data. 
•The model was based on the clinical score of D-dimer blood test  
patients. 
•This model is not applicable for evaluating high-risk patients. 

Emilia et al. [5] Multi-Objective 
Optimization(MOO) 

•This model has been evaluated in terms of Pareto fronts with 
constraints like (1-FOR)-Precision, Accuracy-AUC Specificity-
Sensitivity, and Sensitivity-Precision. 
•It efficiently deals with data imbalance. 
•It has higher false positives 

Li et al. [6] Multivariable logistic 
regression 

•The receiver operating characteristic curve ensures superior 
prediction performance. 
•It is more helpful for helping high-risk patients and recognizing 
patients with ischemic stroke. 
•This designed model does not apply to many patients and 
diversities. 

Ma et al. [7] The hierarchical 
machine learning 
model 

•It has attained higher predictive efficiency. 
•This model can be applied to other domains also. 
•However, it does not perform well in the absence of additional  
features or a large sample size 

Martins et al. [8] ANN •It is more significant for processing a diverse set of inputs and 
solves the recurrence of VTE in several situations. 
•This model was based on clinical, inherited & acquired 
molecular factors. 
•It is only applicable to processing a  lower number of patients 
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The parameters W1 and W2 are incorporated to 
improve the proposed algorithm. 
 
MS = W (1 + W ) W⁄            (1) 
 
Here, the two parameters W1 and W2 were chosen 
based on the best fitness of all individuals of 
initialization. If the random variable, 
MS <0.25, the position is updated based on the 
SLnO algorithm; otherwise, the status is updated 
based on LOA. SLnO is a nature-based algorithm 
inspired by the hunting behavior of sea lions. This 
algorithm assumes the target prey is the current best 
or close optimal solution. 
The hunting behavior of lions inspires the LOA 
algorithm. Cubs are solutions derived from 
previous solutions, whereas lions are solutions that 
have yet to be identified. Territorial defense is the 
process of comparing the new solution (nomadic 
lion) to the existing solution (territorial lion), 
replacing the old solution with the new one if the 
new solution is superior, and eradicating the old 
solution's derived solutions. The exploration and 
exploitation phase updates the solutions in all 
possible directions. The HL-SLnO improves 
detection performance by identifying DVT with 
extensive data. Algorithm 1 provides the pseudo-
code for the proposed HL-SLnO. 
Algorithm 1: Proposed HL-SLnO 
 
Step 1:Initialize the population 
Step 2: Determine the best position for an individual 
based on fitness value 
Step 3:Determine the parameters W1 and W2 
Step 4:  If MS < 0.25 
Update the solution using SLnO 
else 
Update the solution using LOA 
Step 5: Find the best solution 
Step 6: End.     

The augmented data Da  is subjected to optimal 
feature selection and weight optimization in the 
proposed DVT prediction model. Thus, the optimal 
features and optimized weight of DVT prediction 
are further multiplied to get the weighted features. 
The optimal selected features are denoted as Fen, 
and the optimized weightW  is given in Eq. (2).
  
 
Fe = W × Fe                                            (2) 
 

Here, the term Fe  is indicated as the optimized 
weighted features, where, n=1,2,3…….N, the term 
N  is represented as the total count of features. The 
primary purpose of the optimized weighted features 
is to optimize the weight and the features by 
minimizing the correlation of weighted features. 
 

fit = arg max
{ , }

                                          (3) 

      
Eq. (3), the term corr is denoted as the correlation 
coefficient. It measures how strongly one feature 
depends on another. 
 
5. DVT DETECTION USING MODIFIED 

ENSEMBLE CLASSIFIERS 
 
MEC is used for the detection of DVT  in the 
developed model. The detection phase is performed 
by utilizing efficient techniques like LSTM, DNN, 
and XGBoost, described as follows. The advanced 
version of Recurrent Neural Network( RNN) is 
LSTM [31]. The LSTM input is taken (Fe  ) at a 
given time(t). The essential formation time s is 
accumulated in the cell memory𝑀𝑠. The three gates 
in LSTM are the forget gate 𝛼(𝑠), the input 
gate 𝛽(𝑠), and the output gate 𝛾(𝑠). The hidden 
layer in LSTM gets the information captured by the 
prior hidden layer, and the information is stored in 
the cell memory and computed with the input gate. 
The cell memory is upgraded when it gets new 
memory. This computation of the total information 
collected by the cell memory is performed to initiate 
the hidden layers. Finally, the LSTM-based 
detection is obtained accurately. 
 
The DNN [33] has three main components: the 
hidden layer, the output layer, and the input layer. 
The data mapping is done with two hidden levels, 
which is challenging because of the rapid increase 
in the count of training data. The hidden layer 
enhances the classification accuracy and the 
training speed. Finally, the classified outcomes are 
attained using DNN. XGBoost[32] is a tree-based 
decision model. The observation ‘r’ and the 
predictor ‘h’ in a dataset are taken, and the tree 
model has additive functions ‘x’ to create a new 
model. These functions compute the relationship 
between the predicted output and the target output. 
The proposed MEC-based detection method 
maximizes DVT detection accuracy. The bounding 
limit of hidden neuron count ranges from 5-255, the 
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limit of the learning rate of XGBoost ranges from 
0.01-0.99, and the bounding limit of DNN ranges 
from 5-255. The main aim of the proposed MEC-
based DVT-detected model is given in Eq. (4). 
Here, the term ‘HNL’ refers to the optimized hidden 
neuron count of LSTM, ‘HND’ refers to the 
optimized hidden neuron count of DNN, and the 
term ‘LRX’ refers to the optimized learning rate of 
XGBoost. The architectural diagram for the MEC-
based DVT detection model is shown in Figure 3. 
fit {HNL, HND, LRX} = arg max(Acy)                 (4) 

 
Figure 3: MEC-based DVT detection model 

 
(a) 

 
(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 
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(i) 

 

(j) 

Figure 4: Analysis of the suggested DVT detection method compared to existing optimal algorithms by 
increasing learning % in terms of (a) FDR,  (b) Accuracy, (c) F1-Score,  (d) Precision,  (e) FNR  (f) NPV,  

(g) MCC,  (h) Sensitivity,  (i) FPR,  (j) Specificity. 

 

(a) 

 

(b) 

 

(c ) 

 

(d) 

 

(e) 

 

(f) 
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(g) 

 

(h) 

 

(i) 

 

(j) 

 
Figure 5: The suggested DVT detection model was compared to existing machine learning models by 
adjusting the learning percentage in terms of (a) FDR, (b) Accuracy, (c) F1-Score  (d) Precision  (e) FNR,  
(f) NPV,  (g) MCC, (h) Sensitivity,  (i) FPR, (j) Specificity 
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Figure 6: Confusion matrix 
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Table 3: Measures of the suggested DVT prediction's overall effectiveness in comparison to other Meta- 
heuristic algorithms 

 
          
Performance 
Measure 

 

Equation 
PSO-
MEC [28] 

LA-MEC 
[26] 

SLNO-
MEC 
[27] 

SLNO-
PSO-
MEC[29] 

HL-
SLnO-
MEC 

Accuracy 

𝑃 + 𝑁

𝑃 + 𝑃 + 𝑁 + 𝑁
 

0.9603 0.9559 0.9528 0.9569 0.9693 

Sensitivity 

𝑃

(𝑃 + 𝑁 )
 

0.961124 0.955144 
0.95334
9 0.955742 

0.96949
8 

Specificity FT

T

PN

N


 

0.960134 0.956052 0.95269 0.957133 0.96926 

Precision 

𝑃

(𝑃 + 𝑃 )
 

0.828778 0.813551 
0.80181
1 0.817391 

0.86361
2 

FPR(False 
Positive Ratio) TF

F

NP

P


 

0.039866 0.043948 0.04731 0.042867 0.03074 

FNR(False 
Negative 
Ratio) TF

F

PN

N


 

0.038876 0.044856 
0.04665
1 0.044258 

0.03050
2 

NPV(Negativ
e Predictive 
Value) FT

T

NN

N


 

0.991936 0.990668 
0.99026
5 0.990802 

0.99372
2 

FDR( False 
Discovery 
Rate)  

 
𝑃

(𝑃 + 𝑃 )
 

0.171222 0.186449 
0.19818
9 0.182609 

0.13638
8 

F1-Score 

𝑃

𝑃 + 0.5(𝑃 + 𝑁 )
 

0.890058 0.87868 
0.87103
8 0.881169 

0.91349
7 

MCC(Matthe
ws Correlation 
Coefficient)  

 

𝑃 ∗ 𝑁 − 𝑃 ∗ 𝑁

(𝑃 + 𝑃 )(𝑃 + 𝑁 )(𝑁 + 𝑃 )(𝑁 + 𝑁 )
 

0.869535 0.856038 
0.84714
3 0.85894 

0.89712
3 
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Table 4: Overall performance measures of proposed DVT  prediction over other deep learning models. 
 

TERMS ANN [1] SVM[30] 
GLM-
SVM[2] LSTM[31] XGBOOST[32] 

LSTM-DNN-
XGBOOST[31]
[33][32] HL-SLnO-MEC 

Accuracy 0.8612 0.878 0.9226 0.9173 0.9232 0.9503 0.9693 

Sensitivity 0.85945 0.877392 
0.92224
9 0.918062 0.924641 0.950957 0.969498 

Specificity 0.861551 0.878122 
0.92267
1 0.917147 0.922911 0.950168 0.96926 

Precision 0.554826 0.591056 
0.70539
8 0.689888 0.706581 0.793017 0.863612 

FPR(False 
Positive 
Rtio) 0.138449 0.121878 

0.07732
9 0.082853 0.077089 0.049832 0.03074 

FNR(False 
Negative 
Ratio) 0.14055 0.122608 

0.07775
1 0.081938 0.075359 0.049043 0.030502 

NPV(Negati
ve Predictive 
Value) 0.968286 0.972732 

0.98336
3 0.982379 0.983871 0.989744 0.993722 

FDR( False 
Discovery 
Rate)  0.445174 0.408944 

0.29460
2 0.310112 0.293419 0.206983 0.136388 

F1-Score 0.674331 0.706307 
0.79937
8 0.787785 0.801036 0.864835 0.913497 

MCC(Matth
ews 
Correlation 
Coefficient)  0.614137 0.652648 

0.76285
5 0.749322 0.76498 0.83986 0.897123 
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RESULTS AND DISCUSSIONS 

Python was used to run the proposed DVT prediction 
model, and the experimental results were assessed. 
The total size of the population was ten, and the 
maximum count of iterations was ten. The confusion 
matrix shown in Figure 6 is used to determine the 
performance of the classification model for a set of 
data. The proposed model performance metrics were 
calculated and compared over various meta-heuristic 
algorithms like PSO [28], LOA [26], SLnO [27], 
SLnO-PSO [29] and further compared over other 
deep learning models like ANN [1], SVM [30], 
GLM-SVM [2], LSTM [31], XGBoost [32], DNN 
[33] by varying the learning percentage shown in 
Figure 4, and Figure 5, and illustrated in Table 3 and  
Table 4. 

6. CONCLUSION  

The suggested model has evaluated the accurate 
DVT disease prediction with MEC and weighted 
feature selection using a hybrid meta-heuristic HL-
SLnO algorithm. A data collection of 10,000 

suspected DVT cases was collected using the data 
augmentation approach. The features from the 
dataset were selected, and then the weighted feature 
selection was performed with a hybrid meta-
heuristic HL-SLnO algorithm. Using the HL-SLnO 
technique, the weights and features were optimized 
during the weighted feature selection phase to 
minimize correlation. Different deep learning 
models were introduced to detect DVT accurately. 
The performance of the MEC detection method was 
enhanced, and the hyperparameters like the hidden 
neuron count of LSTM, the learning rate of 
XGBoost, and the hidden neuron count of DNN were 
optimized with HL-SLnO. The accuracy of the 
suggested HL-SLnO-MEC was 11% better than 
PSO-MEC, 14% better than LOA-MEC, 16% better 
than SLnO-MEC, and 19% better than SLnO-PSO-
MEC at a learning percentage of 55. Thus, the 
proposed DVT prediction model has achieved high 
detection accuracy than other existing works. In 
future works, algorithm improvement will be 
conducted to determine the risk prediction of PE to 
further help clinicians and people to reduce the 
mortality rate. 
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