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ABSTRACT 

 
The number of stock investors is growing every day, so providing more accurate predictions for trend and 
stock value is essential to earning money. Neural networks have been used in different research studies to 
predict future movements in stock prices. In comparison to other methodologies, convolutional neural 
networks (CNN) perform impressively in stock price forecasting. A parameter whose value is used to regulate 
the learning process is known as a hyperparameter. One of the main issues in CNN is selecting the set of 
appropriate parameters to train it on a stock dataset that gives correct results. Due to the stochastic nature of 
a neural network, which uses randomness during learning, there are variations in the performance of CNN 
on the same dataset. In this study, we proposed a modified firefly algorithm (MFA) approach to identify the 
best configurations for CNN architectures, and a multi-channel convolutional neural network (MCNN) is 
used to improve CNN accuracy in stock forecasting. The MFA controls the random movement of fireflies by 
updating the randomization parameter, and if there is no local best solution in the neighborhood, the firefly 
will move towards the best solution instead of moving randomly. The outcome of the comparison between 
the proposed method and existing methods demonstrates that it has the potential to identify the best CNN 
design parameters in fewer iterations and forecast stock value more accurately, which is closer to actual value. 
The MFA-MCNN performs better than several state-of-the-art optimization techniques and offers higher 
accuracy. A smaller number of iterations is needed by the MFA-MCNN to determine the ideal parameter for 
the CNN architecture. The randomization parameter has a high value in the early iterations, forcing MFA to 
find the best solution; but, as the iteration progresses, the randomization parameter's value decreases, 
providing greater convergence. 

Keywords: Convolutional Neural Networks, Forecasting, Firefly Algorithm, Optimization, Stock. 

 
1. INTRODUCTION  

The interest of the investor in trading stocks in the 
market increases when the exact value of the stock 
is predicted. Many different things, including 
employment, businesses, technology, and the 
economy, are significantly impacted by the stock 
market [1]. The types of trading include delivery 
trading, intraday trading, and option trading. In 
delivery trading, stocks you purchase through 
delivery trades are added to your demat account. 
They stay in your possession until you decide to sell 
them, which could be in a few days to a few years. 
Buying and selling shares on the stock exchange on 
the same day is known as intraday or day trading [2]. 
An option is a contract that grants the buyer the 

right, but not the necessity, to purchase the 
underlying asset at a certain price on or before a 
specific date (in the case of a call option) or sell it 
(in the case of a put option) [3]. Due to the 
uncertainty, it is difficult and challenging to predict 
the correct stock value. Researchers working on 
deep learning (DL) have recently started using DL 
methods to address this issue. Since there are more 
stock market traders now than ever before, 
intelligent decision systems are gaining attention in 
the financial markets. The CNN is a deep learning 
technique that produces promising results, identifies 
changing stock price trends, and has high prediction 
accuracy [4]. Choosing the optimal parameter for 
CNN architecture is one of the challenges we face 
while training it on stock datasets. There is variation 
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in accuracy, and CNN always produces different 
predictions even when the same dataset and 
parameters are used each time for training [5]. 
Therefore, the best methodology is required to 
quickly choose the ideal parameters and improve 
CNN's forecasting powers.  

The CNN model requires different parameters 
such as convolution layer filters, kernel size, pool 
size for the max pooling layer, activation, batch size, 
epoch, etc. The goal of the optimization process is to 
choose the best option out of all possible options in 
order to decrease or increase the cost of the objective 
function without affecting training effectiveness [6]. 
Multiple studies have used iterative optimization 
strategies to solve this issue by automatically 
determining the best parameters for CNN 
architectures that improve CNN performance. The 
best meta-heuristic techniques presently used for 
CNN hyperparameter optimization include the 
random search (RS) algorithm [7], particle swarm 
optimization (PSO) [8], bat algorithm [9], bee 
algorithm [10], etc. In other studies, CNN 
architectures are optimized using the Firefly 
Algorithm (FA) [11, 12], which gives promising 
outcomes. 

Less-bright fireflies in the FA algorithm are 
attracted to more-bright fireflies with the optimal 
solutions; otherwise, they would travel randomly. 
The objective function, which must be maximized or 
minimized by choosing appropriate values from a 
range of feasible values for the variables, determines 
the brightness of a firefly. The weaknesses of the FA 
are its inability to memorize or its tendency to 
become trapped in local optima [13]. The primary 
contribution of the research is the implementation of 
a hybrid method where the Multi-Channel 
Convolutional Neural Network (MCNN) is used to 
improve CNN's performance in stock forecasting 
and the Modified Firefly Algorithm (MFA) is used 
to find the best configurations for CNN 
architectures. The proposed MFA-MCNN method 
identifies the best CNN architecture parameter in 
fewer iterations with less error and employs a 
multichannel neural network to improve forecasting 
accuracy by combining predictions from multiple 
CNN. The randomization parameter in the proposed 
technique decreases linearly with each iteration 
rather than remaining constant. The MFA algorithm 
regulates the random moving behavior of fireflies, 
where the fireflies would be attracted towards the 
best solution rather than moving randomly if there 
was no local best solution in the neighborhood. The 
MFA algorithm overcomes the drawbacks by 
increasing the algorithm's potential for exploitation 
and exploration, decreasing its randomness, and 

increasing the collective movement of the fireflies 
[14]. Due to the neural network's stochastic nature, 
which uses randomness during learning, the 
performance of CNN may vary. The performance of 
CNN can be improved by using multiple CNNs 
running in parallel, and the output of each CNN is 
merged by MCNN. 

2. LITERATURE SURVEY 

When it comes to evaluating the financial 
markets, there are two primary viewpoints: technical 
analysis and fundamental analysis. In order to 
forecast future stock prices, fundamental analysis 
looks at the financial standing of the company, its 
employees, board of directors, balance sheets, 
income reports, etc. Investors frequently examine 
the return on equity ratio, debt/equity ratio, market 
capitalization, price/sales ratio, earnings per share, 
price/earnings ratio, return on assets ratio, and other 
ratios in fundamental research. The technical analyst 
uses charts that show past market prices and 
technical indicators to try and forecast the direction 
of the stock market. Moving average, exponential 
moving average, simple moving average, relative 
strength index, convergence/divergence rules, and 
on-balance volume are some of the technical 
indicators used in technical analysis. Stock 
forecasting is impossible when done manually; an 
automated method is required. CNN is more 
accurate and can identify both upward and 
downward stock trends compared to other deep 
learning techniques [15]. 

The selection of hyperparameters in a DL model 
has a significant impact on the performance of the 
model. While training CNN, choosing the best 
parameters is essential because it affects both 
learning time and accuracy [16]. The values of the 
hyperparameter vary with the dataset, so it is 
difficult to identify a perfect set of hyperparameters 
in a reasonable time period. In random search, 
combinations of the hyperparameters are chosen 
randomly using probability to find the optimal 
solution for the model [17]. The weighted random 
search approach, which combines probabilistic 
greedy heuristic strategy with random search, finds 
the global optimum faster than random search [18]. 
Swarm intelligence (SI) is an artificial intelligence 
(AI) technique that focuses on collective behaviors 
to address challenging optimization issues and gives 
promising results [19]. PSO is a population-based 
stochastic optimization technique based on social 
behaviors in flocks of birds, where each bird in the 
swarm constantly modifies its search pattern based 
on its own and other members' learning experiences 
[20]. 



Journal of Theoretical and Applied Information Technology 
15th April 2023. Vol.101. No 7 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2670 

 

Each particle in PSO has a specific velocity and 
position, which stand for the moving parameters and 
attributes of a solution. A candidate solution is fed 
into a model using an objective function, which 
evaluates it against the training dataset and produces 
a fitness value that represents the particle's quality. 
The best solutions that each particle individually 
discovers and the best solution discovered by all 
particles, respectively, are maintained by PSO as 
pbest and gbest [21]. A metaheuristic algorithm 
called the Firefly algorithm is used to solve 
optimization problems and is intended to mimic the 
social behavior of fireflies [22]. The FA generates a 
random population by assigning positions and 
calculating the brilliance of fireflies using an 
objective function. The less brilliant fireflies will 
attract more brilliant fireflies by updating their 
position [23]. Numerous studies have demonstrated 
that the FA outperforms other meta-heuristic 
algorithms in terms of performance [24, 25].  

The type of training dataset determines which 
neural network (NN) should be used, such as an 
RNN, CNN, or ANN. Multichannel input enables us 
to build a single neural network by merging different 
types of essential neural networks, dividing distinct 
computational flows, and merging them into one 
output. The use of multichannel CNN makes it 
possible to combine different findings from separate 
CNNs into a single, more accurate output [26]. The 
output of each CNN is merged by MCNN, which 
runs multiple convolution layers parallelly and 
improves the performance of CNN [27, 28]. We can 
configure multiple CNNs using MCNN with 
varying filter sizes, pool sizes, epochs, activation, 
batch size, etc. Significant performance gains are 
observed when comparing the MCNN method to 
other DL algorithms [29].  

3. MATERIALS AND METHODS  

3.1 Data Description 

State Bank of India (SBI) historical stock data 
was collected from Yahoo Finance between January 
1, 2003, and October 31, 2022, using Panda’s data 
reader [30]. Table 1 summarizes different features 
and their values for the State Bank of India stock 
dataset. Investors can use closing prices as useful 
benchmarks to evaluate how stock values have 
changed over time. Even in the 24-hour trading 
period, every stock and other security has a closing 
price, which is the last price at which it trades on any 
given day during regular market hours. 

Table 1: SBI Stock Dataset 

Date High Low Open Close Volume 
Adj. 
Close 

2003-01-01 27.36 26.70 27.36 26.85 17053263 20.60 

2003-01-02 27.58 26.73 26.89 27.19 38374255 20.87 

2003-01-03 27.81 26.91 27.74 27.00 21238047 20.72 

2003-01-06 26.98 26.23 26.98 26.31 17650251 20.20 

2003-01-07 26.66 26.14 26.35 26.37 17585684 20.24 

…. …. …. …. …. …. …. 

2022-10-24  572.50 565.90 567.00 570.50 3692065 570.50 

2022-10-25  586.20 568.00 572.50 578.55 19899324 578.55 

2022-10-27  585.00 577.60 583.95 579.65 13613533 579.65 

2022-10-28  582.65 567.00 579.95 570.75 10043644 570.75 

2022-10-31  577.45 568.40 574.95 573.80 9894639 573.80 

We selected the closing price of a stock as the 
target variable as it is conventional to analyze profit 
or loss estimation using the closing price of a stock 
on a specific day. Figure 1 depicts the target 
variable's plot against time. 

 
Figure 1: SBI Closing Price 

To transform features on the same scale, a dataset 
was normalized using MinMaxScalar. The formula 
for MinMaxScalar is shown in Equation 1. 

𝑋௜_ே௘௪ =
𝑋௜ −  𝑋ெ௜௡

𝑋ெ௔௫ − 𝑋ெ௜௡

                                    (1) 

3.2 CNN 

A convolutional neural network (CNN) is a type 
of neural network specifically created for visual 
data, such as videos or photos, but it also performs 
well with non-image data, particularly in text 
classification or natural language processing (NLP). 
The use of CNN to address issues with time-series 
forecasting has gained more attention from 
researchers [31]. There is a need to convert one-
dimensional time series data into an input image 
matrix structure in order to use CNN for stock 
forecasting efficiently. Figure 2 shows the 
architecture for CNN. 
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Figure 2: CNN Architecture 

The convolution layer, which is the first layer of 
CNN, performs convolution operations on the data 
by receiving input signals and applying filters over 
them. The dot product of the filter matrix and the 
input matrix produces the convolution layer's final 
output. Padding and stride operations can be used to 
adjust the width and height of output vectors. The 
padding increases the processing region by adding 
pixels to an input matrix during the convolution 
process, whereas the stride determines filter 
movement over the input matrix. The output matrix 
size can be calculated using Equation 2.  

Output Matrix Dimension (d)

= ቆ൬
I −  F +  2P

S
൰ +  1ቇ          (2) 

where ‘I’ represents the dimensions of the input 
matrix, ‘F’ represents the dimensions of the filter 
matrix, ‘S’ represents stride, and ‘P’ represents 
padding.  

The pooling layer multiplies the resultant matrix 
from the convolution layer and pooling matrix, 
which boosts computational power by reducing the 

dimension of data.  A dropout layer can be used, in 
which a few neurons are eliminated from the NN 
during the training phase, resulting in a smaller 
model to avoid overfitting. A matrix is transformed 
into a one-dimensional series by a flattening 
operation and then given as input to the fully 
connected layer. The final few layers that define the 
outcome are the fully connected layers. The 
following operation is carried out by an output layer 
and a fully connected layer [32]. 

O = activation ൫(I  . K) + B൯                (3) 
Where O, I, K, and B represent the output, input 

vector, weight matrix, and bias vector generated by 
the layer, respectively. The activation function, also 
called the transfer function, is used to produce the 
node's output. The tanh, sigmoid or logistic, relu, 
etc., are the most popular activation functions used 
in NN [33]. 

s𝑖𝑔𝑚𝑜𝑖𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑔(𝑧) =
1

(1 + 𝑒ି௭)
   (4) 

𝑡𝑎𝑛ℎ 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑔(𝑧) =
𝑒௭ −  𝑒ି௭

𝑒௭ +  𝑒ି௭
            (5) 

𝑟𝑒𝑙𝑢 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑔(𝑧) = 𝑚𝑎𝑥(0 , 𝑧)           (6) 

3.3 Multichannel CNN 

Multiple parallel CNN that read the input 
separately with various kernel sizes can be used to 
build the multichannel convolutional neural network 
(MCNN). Each channel is comprised of the 
convolution, max pooling, flattening, dense layers, 
etc. described in Figure 3. To create the final output 
using an average layer, the mean of the output from 
each channel is calculated [34]. 

 
Figure 3: Multichannel Convolutional Neural Network 

3.4 Standard Firefly Algorithm 

The goal of the optimization method is to find 
the optimal set of inputs for your NN by training it 
on different parameters without impacting training 
performance. An optimization problem includes 
three components: the set of potential solution 

values from which to select the variable's value; the 
function to be optimized; and the optimization rule. 
The Firefly optimization algorithm was developed 
by Xin-Shi Yang and is motivated by the mating 
behavior of fireflies. The foundation of the firefly 
algorithm is the idealization of the flashing behavior 
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of fireflies. The rules for the Firefly optimization 
algorithm are listed below. 
1. A firefly's brilliance is calculated using an 
objective function. 
2. Brightness and attractiveness are directly 
proportional to each other, and as the distance 
between them grows, both brilliance and 
attractiveness will be reduced. 
3. All fireflies are unisex, and any firefly that is less 
bright is attracted to the brighter firefly; otherwise, 
it will move randomly [35]. 

The Firefly Algorithm's processing stages are 
described below [36]. 
Inputs: objective function f(X); variable boundary; 
population size (n); number of dimensions (d); 
number of iterations (max_iter); attraction (β0); 
absorption coefficient (ϒ); randomization parameter 
(α).  
Output: the best solution 
1. Calculate the random position X for each firefly 
in all dimensions using the following equation: 

𝑋௜ =  lower_bound + random_number
∗  (upper_bound
−  lower_bound)        (7) 

2. Using the objective function f(Xi), where i = 1..n, 
calculate the cost of each firefly.  
3. For it=1 to max_iter 
4. For ffi= 1 to n 
5. For ffj= 1 to n 
6. If f (Xffi)> f (Xffj) 
7. Calculate the new position and cost, and then 
move the firefly ffi toward the firefly ffj.  
8. Otherwise, Firefly ffi will move at random.  
9. End if 
10. End for ffj 
11. End for ffi 
12. Determine the best position that has the lowest 
cost. 
13. End for it 
 

The cost is returned by an objective function that 
determines brightness; as cost increases, fireflies 
become less brilliant, and vice versa. Using the 
following equation, a firefly i, which is less brilliant, 
will be attracted to a firefly j, which is more brilliant. 

𝑋௜
௜௧ାଵ =  𝑋௜

௜௧ + 𝛽଴𝑒ିϒ௥೔ೕ
మ

∗ ൫𝑋௝ 
௜௧ −  𝑋௜

௜௧൯

+ 𝛼௜௧ 𝜖௜
௜௧               (8) 

A firefly ‘i’ will migrate according to the equation 
above when it encounters a firefly ‘j’ that is brighter. 
The 𝑋௜

௜௧ାଵ is the updated position, and 𝑋௜
௜௧ is the 

current position of the ith firefly [37]. The 
recommended values used in most of the 
implementations for attraction (β0) and 
randomization parameters (αit) are β0 = 1 and αit = 
[0, 1], respectively. The random number ϵi derived 
using normal or gaussian distribution and the light 
absorption coefficient (γ), theoretically, varies from 
0 to ∞, but in most of the implementations it ranges 
from 0.01 to 100 [38]. The cartesian or Euclidean 
distance (r) between two fireflies, i and j, can be 
calculated using Equation 9 [39]. 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑟௜,௝) = ඨ෍ ൫𝑋௜,௞ − 𝑋௝,௞൯
ଶ

ௗ

௞ୀଵ
       (9) 

3.5 Modified Firefly Algorithm 

Each time the MFA iterates, the randomization 
parameter that controls how randomly a firefly 
moves is calculated using Equation 10. 

α =
0.5 ∗ 𝑖𝑡

max _𝑖𝑡𝑒𝑟
               (10) 

Initial iterations have a high value for the 
randomization parameter, which forces MFA to 
focus on exploration. Larger α offered better global 
searching ability in the early stages, whereas smaller 
α offered better convergence in the later stages. If 
there is no local best solution in the neighborhood, 
the firefly will move towards the best solution 
instead of moving randomly using Equation 11. 

𝑋௜
௜௧ାଵ =  𝑋௜

௜௧ + 𝛽଴𝑒ିϒ௥೔ ೒್೐ೞ೟
మ

∗ ൫𝑋௚௕௘௦௧ 
௜௧ − 𝑋௜

௜௧൯

+ 𝛼௜௧ 𝜖௜
௜௧           (11) 

The distance (r) between firefly i and the global 
best firefly is determined by Equation 12. 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑟௜,௚௕௘௦௧) = ඨ෍ ൫𝑋௜,௞ − 𝑋௚௕௘௦௧,௞൯
ଶௗ

௞ୀଵ
    (12) 

The proposed MFA achieves fast convergence by 
reducing algorithmic randomness. As a result, the 
suggested approach influences how fireflies 
progress toward an optimal solution and decreases 
the likelihood that they will become stuck in a local 
optimum. The flowchart for the proposed MFA-
MCNN is shown in Figure 4. 
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Figure 4: Flowchart of Proposed Methodology  

4. RESULT AND DISCUSSION  

The training set and testing set of the SBI 
stock dataset were collected from Yahoo Finance 
between January 1, 2003, and October 31, 2022. The 
training set contains 4902 records for the time 
period from January 1, 2003, to September 30, 2022, 
and the testing set contains 19 records for the time 
period from October 1, 2022, to October 31, 2022. 
The objective function takes the training set and 
calculates the MSE in MFA and MCNN trained on 
the return parameter. On training and testing 
datasets, MFA-MCNN performance is evaluated 
with FA-CNN, PSO-CNN, and RS-CNN using 
comparative metrics like MSE, MAE, RMSE, and 
MAPE. The formula for evaluation metrics is as 
below [40]: 

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 =
ଵ

ே
෍ ൫𝑌௜ − Ŷ௜൯

ଶ
  (13)

ே

௜ୀଵ
       

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 
ଵ

ே
෌ ห𝑌௜ − Ŷ௜ห

ே

௜ୀଵ
        (14) 

𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 = ඨ
ଵ

ே
෍ ൫𝑌௜ − Ŷ௜൯

ଶ
 

ே

௜ୀଵ
(15)  

 =௉௘௥௖௘௡௧௔௚௘ ா௥௥௢௥
ெ௘௔௡ ஺௕௦௢௟௨௧௘  

1

𝑁
෎

ห𝑌௜ − Ŷ௜ห

𝑌௜

∗ 100%  (16)

ே

௜ୀଵ

  

Time and accuracy in CNN are influenced 
by the selections made for parameters such as 
convolution layer filters, kernel size, pool size, 
batch size, etc. Tables 2 and 3 present the 
hyperparameter boundary values and a summary of 
the control parameters for MFA-MCNN, FA-CNN, 
and PSO-CNN.  

The outcome demonstrates that MFA-
MCNN finds the optimal parameter in the initial 
iteration and MSE converges in later iterations, 
whereas PSO-CNN and FA-CNN required extra 
iterations to find the optimal parameter. Because the 
RS-CNN chooses the best parameter at random and 
compares the results to the previous ones, the 
possibility of selecting the best parameter is reduced 
due to randomization. 

 
 

Table 2: SBI Stock Dataset Upper and Lower Bounds for 
the Hyperparameters 
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Hyperparameter Lower 
Bound 

Upper 
Bound 

Step 
Size 

Convolution 
Layer Filters 

16 128 16 

Kernel Size 1 5 1 
Pool Size 1 5 1 
Batch Size 32 256 32 

Table 3: Summary of the Control Parameters 
Control 
Parameter 

PSO-
CNN 

Control 
Parameter 

FA-
CNN 

MFA-
MCNN 

Inertia 
Weight 

(W) 
0.5 

Attraction 
Parameter 

(β0) 
0.97 0.97 

Correlation 
Factors 
(C1, C2) 

0.5, 
0.5 

Randomization 
Parameter 

(αt) 
1 1-0 

Random 
Number 
(r1, r2) 

0≤1 
Absorption 
Coefficient 

(γ) 
0.01 0.01 

Maximum 
Iteration 
Number 

5 
Maximum 
Iteration 
Number 

5 5 

Number of 
Particles 

10 
Number of 

Fireflies 
10 10 

Different optimization techniques are used 
to train the CNN on parameter return, and the value 
of the respective evaluation metrics is 
calculated.  Tables 4 compare the training and 
testing performances of RS-CNN, PSO-CNN, FA-
CNN, and MFA-MCNN on the SBI stock dataset. 
The maximum iteration is set to 5, and number of 
epochs while training CNN is set to 10. 

Table 4: Values of Evaluation Metrics 

Training Performance Testing Performance 

E
va

lu
at

io
n

 
M

et
ri

cs
 

R
S-

C
N

N
 

P
S

O
-C

N
N

 

F
A

-C
N

N
 

M
F

A
-M

C
N

N
 

R
S-

C
N

N
 

P
S

O
-C

N
N

 

F
A

-C
N

N
 

M
F

A
-M

C
N

N
 

MSE 314.9 194.5 179.9 120.9 3576.8 1302.3 838.1281.3 

MAE 14.3 10.6 10.3 8.4 58.9 34.8 27.2 14.8 

RMSE 17.7 13.9 13.4 10.9 59.8 36.0 28.9 16.7 

MAPE 6.2 4.5 4.5 3.7 10.7 6.4 5.0 2.6 

 
The result shows that the value of 

evaluation metrics is significantly reduced by MFA-
MCNN, whereas RS-CNN has the highest value and 
PSO-CNN and FA-CNN are comparatively equal 
but greater than MFA-MCNN. 

The MFA-MCNN models are tested 
against state-of-the-art techniques for forecasting 
the subsequent day's stock price and stock prices for 
the October month. Figure 5 summarizes the 
forecasting performance for each technique on the 
training datasets. By averaging multiple CNN 
outputs, the MFA-MCNN improves forecasting 
accuracy on training and testing datasets, bringing 
predicted output closer to actual. 

  

  
Figure 4: Performance of Stock Price Forecasting for the Next Day 

 
The results demonstrate that MFA-MCNN 

can correctly identify the next day's stock price as 
compared to other approaches with less error. 
Because the MCNN calculates the mean of all 
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projected output by individual CNNs, it is more 
accurate than other methods for the training dataset. 
When training a CNN on a stock dataset, the RS-
CNN creates higher errors since a parameter is 

selected at random. The PSO-CNN and FA-CNN 
are giving some promising results, but not as good 
as compared to the MFA-MCNN. 

 

 

 
Figure 4: Performance of Stock Price Forecasting for the October Month 

 
The outcome demonstrates that MFA-

MCNN finds the optimal parameter in the initial 
iteration and MSE converges in later iterations, 
whereas PSO and FA require extra iterations to find 
the optimal parameter. The results demonstrate that 
for long-term prediction, the MFA-MCNN can 
correctly identify trends for stock price as compared 
to other approaches where actual and anticipated 
values are closer to each other. 

5. CONCLUSION 

In this research, we have proposed an MFA-
MCNN model to optimize CNN architecture 
parameters and strengthen CNN forecasting 
accuracy. The experimental findings demonstrate 
that the MFA-MCNN delivers higher accuracy and 
outperforms several state-of-the-art optimization 
techniques. The MFA-MCNN requires fewer 
iterations to determine the ideal parameter for CNN 
architecture. Initial iterations have a high value for 
the randomization parameter, which forces MFA to 
identify an optimal solution, whereas a smaller value 
for the randomization parameter offered better 
convergence in the later stages. The predicted stock 
price is closer to the actual price due to averaging 

multiple CNN outputs. MFA-MCNN can estimate 
stock prices appropriately and provide relevant 
information for investors to make a substantial 
profit. Future enhancements will concentrate on 
using more data, including predictions based on 
news stories, and applying more advanced 
optimization algorithms. 
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