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ABSTRACT 
 

Rumor detection is considered to be one of the key research areas in Social Network Analysis and it is a vital 
in preventing the propagation of misinformation in social networks. Several rumor detection techniques have 
been introduced in the recent years. These techniques presented the problem as a classification issue, for 
example binary ones (rumor or non-rumor). The majority of these techniques are based on machine learning 
(ML). The main obstacle in these techniques is mainly correlated to feature extraction from a selection of 
dataset. The manual extraction of features affects the efficiency of rumor detection for most of these works, 
due to the time and effort required. Another technique applied recently is the Deep networks which have been 
suggested as a means to streamline feature extraction and to offer a strong and superior capability for learning 
abstract representations. In general, spotting trending rumors requires the development of a robust yet flexible 
model that can capture long-range connections between postings and produce different representations for 
accurate early discovery. The aim of this paper is to present a number of carefully studied works in the area 
of rumor detection by focusing on machine learning and deep learning sectors. These studies are examined 
in the literature review section leading to answer the research questions that are addressed in this paper. This 
review is significant and helpful for researchers as it will enable researchers to compare their work with 
current works due to the accessibility of the complete description of the used evaluation matrices, dataset 
characteristics, and whether they applied machine learning or by applying deep learning model per each 
work. Furthermore, said review will also discuss the challenges that researchers in this area have faced and 
suggested a few potential avenues for further research. 
Keywords: Rumor Detection, Rumor Tracking, Deep Learning, Machine Learning, Social Media Analytics 

 

1 INTRODUCTION 
 

Users of social media have the facilities to generate 
a huge amount of information, whether it’s real or 
misleading, this amount reaches and have an impact 
on millions of other users. False information has 
recently been used in information warfare as a 
weapon. How to detect incorrect material on social 
media efficiently and effectively which become a 
difficult problem. As a consequence, it is crucial to 
identify and suppress harmful rumors before they 
seriously affect people's lives. 

According to the definition b Pathak et al. in [1], a 
rumor is information with highly questionable 

veracity. However, rumors may be true, and others 
may be false, and still others may continue to be 
unconfirmed. Not all false information is considered 
a rumor. Misinformation is also referred to as 
mistakes that individuals honestly and sincerely 
make. Others could be malicious intentional rumors 
spread with the intent of tricking people who don’t 
believe them. Said are classified as false news and 
are categorized depending on the intent of the 
originator. 

Rumor detection is commonly considered as a four-
step process. The first phase in the process begins by 
collecting info from various social media platforms. 
It is necessary to convert the acquired data into a 
consistent organized format in order to extract the 
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necessary features. Preprocessing tasks include 
consolidation, cleaning, transformation, and 
reduction. The significant features are then extracted 
(such as content-based, pragmatic, and network-
specific features), and the dataset is categorized as a 
rumor or not using a variety of machine learning or 
deep learning algorithms. 

Based on Cao et al [2], the majority of automatic 
rumor detection systems see the rumor detection 
default as a binary classification task that can be 
categorized using one of the below paradigms: 

 In specifically, the hand-crafted features-based 
machine learning (ML) paradigm: To explain 
how rumors are dispersed in high dimensional 
space, they employ handcrafted features. 
Feature engineering is one of the essential 
prerequisites for these techniques. Depending 
on the classifier that is employed to differentiate 
between hyper planes, these techniques extract 
features from both the textual and the visual 
material. [3] [4].  

 Networking paradigm: this method is used to 
assess the network's credibility and legitimacy 
by combining various heterogeneous structural 
social networking features (such as the number 
of followers, content responses, timestamp, and 
so on) with optimal graph-based algorithms [4] 
[5]. 

 Deep learning (DL) paradigm: in order 
automatically aggregate and learn multi-modal 
properties, deep learning is applied. While both 
DL and ML are based on learning from data, 
ML uses hand-crafted features, whereas the DL 
paradigm eliminates the need for feature 
extraction activities by allowing the classifier to 
correctly learn and acquire the required feature 
during training. With the feature extraction 
phase gone, DL performance has significantly 
improved in the paradigm. 

This study presents a variety of well-researched 
works in the machine learning and deep learning 
sectors, and uses this compilation to give a thorough 
strategy for recognizing machine and deep learning. 
Support Vector Machine (SVM), Logistic 
Regression (LR), Bernoulli Naive Bayes (BNB), 
SGD Classifier (SGD), K-Nearest Neighbor (K-
NN), and Decision Tree were all used as machine 
learning approaches (J48). Ensemble machine 
techniques such as Random Forest (RF), AdaBoost 
(Ada), and Bagging were also used (Bag). Many 
deep learning methods, such as convolutional neural 

networks (CNNs), recurrent neural networks 
(RNNs), bias error correction trees (BERTs), and 
others, were described. Our systematic review then 
analyses these papers in depth to address the six 
research goals we specified to gain a comprehensive 
understanding of the current state of the art in rumor 
detection using machine learning and deep learning 
techniques. In addition, our systematic review 
details the problems and obstacles that have been 
encountered by researchers in this field and proposes 
exciting new avenues for study. Researchers in this 
field will find our study useful because it provides a 
comprehensive description of the performance 
matrices, dataset features, and the model utilized for 
each work, allowing for easier comparison with the 
current works. Our analysis will also help scientists 
locate annotated datasets that can serve as test beds 
for evaluating their own methods against industry 
standards. 

The rest of the paper is organized as follows: A 
survey of the related studies to our literature survey 
are provided in Section 4. Section 5 presents a 
detailed literature review methodology as well as an 
analysis of the studies considered. The various ML 
and DL architectures utilized in rumor detection are 
examined in detail in Section 6. Section 7 discusses 
the challenges and unresolved issues raised by our 
survey. Finally, Section 8 will give a paper's 
conclusion. 

2 RELATED SURVEY STUDIES 
Numerous research studies have looked closely at 
the characteristics of rumors. Some researchers 
examined rumor detection in social media from 
various aspects. The review paper by Zubiaga et al. 
[6] gives a summary of the research into social media 
rumors and various detection techniques while 
paying less attention to the DL algorithms. The  

authors of [2] classified previous research findings 
to three major paradigms: (i) machine-learning-
based approaches, where feature extraction is the 
primary and most important step in developing 
reliable classification algorithms; (ii) propagation-
based approaches, in which mining relationships 
among entities observes rumors; and (iii) neural 
network-based approaches. 

 

 

 

 



Journal of Theoretical and Applied Information Technology 
31st March 2023. Vol.101. No 6 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2230 

 

Table 1: Existing Surveys on Rumor Detection 

Research Paper ML DL Techniques 
[6]   Covered different aspects of rumor classification systems covering ML 

methods and neglecting DL methods 
[2]  P Covered only two categories: RNN-based models and CNN-based models 

and gave more attention on the rumor definition and characteristics 
[7]    Discussed deeply characteristics of rumors and features of false 

information; -Poorly covered ML and DL methods 
[8]  P Briefly discussed DL methods giving more consideration on the feature-

based methods 
[9]   The work focuses on detecting rumor using only DL methods 
[10]  P Several DL methodologies have been used in order to review the issues 

that are now present, and provide the necessary fixes, and validation of 
MID in online social networking. 
Poorly covered the DL methods. 

[11]   They list all NLP techniques in detail and discuss their advantages and 
disadvantages. 
They conducted a thorough examination of recently published DL-based 
studies. 

DL: Deep Learning; P: partially covered; X: not covered at all; : Covered 

In their 2018 study, Kumar and Shah [7] highlighted 
the ways in which actors distribute false information 
as well as the methods by which algorithms are 
created to identify it. Zhou and Zafarani [8] 
identified some prospective features of fake news 
while also using DL approaches to identify it. Al-
Sarem gave a thorough analysis of the literature on 
rumor detection on microblogging platforms like 
Twitter and Weibo using only DL methods [9]. 
Islam, Md. Rafiqul, et al. [10] examined thoroughly 
automated misinformation detection on (i) incorrect 
information, (ii) rumors, (iii) spam, (iv) fake news, 
and (v) disinformation using DL techniques in their 
survey article. Mridha [11] has discussed significant 
evaluation metrics in fake news identification by 
presenting a survey of DL techniques. 

The most important studies on rumor identification 
using both ML and DL algorithms will be reviewed 
in detail in the current paper. Said survey will also 
put highlight on open datasets that have already been 
researched by other studies. 

In summary, the majority of studies that have been 
published focus on rumor detection in general rather 
than focusing on the potential applications of ML 
and DL for rumor detection. Existing studies on 
rumor identification on social media are presented in 
Table 1. 

In this paper, the main focus is on detecting rumor 
using both ML and DL methods. Following the SLR 
methodology. 

3 REVIEW METHODOLOGY 
In this survey, we utilized and adhered to the 
systematic review methodology provided in [12]. 
There will be four major subsections in this section: 
the first sub-part will deal with the review protocol 
plan, the second with the research question, the third 
with the information source, and the fourth with the 
selection criteria. 

3.1 Systematic Review Protocol Planning 

In the first step, we set out the methods to be used in 
the review and provides an explicit plan for the 
work. We began by choosing research studies from 
several libraries and databases. Following this, 
number of the selected and chosen research has been 
reduced in accordance with the criteria of inclusion 
and exclusion. Then, decision about the review 
questions should be formulated to conduct and carry 
out the suggested proposed study. 

3.2 Review Questions 

The proposed review questions one of its goals is to 
deeply analyze the advantages that ML and DL 
applications offer for rumor detection systems. 
Additionally, it lists the public datasets that are 
currently used to perform rumor detection and all the 
possible evaluation matrix techniques to analyze the 
rumor detection performance. 

RQ1: How and what types of publications have been 
distributed over the last five years? 

RQ2: Which datasets are most frequently used for 
rumor analysis? 
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Figure 1: Machine Learning Versus Deep Learning 

Extracted from Google Trends 

 

RQ3: What are the ML techniques used most for 
detecting rumors? Which of these techniques 
reached the highest performance? 

RQ4: What are the DL techniques used for detecting 
rumors? Which of these techniques reached the 
highest performance? 

RQ5: Which evaluation matrix techniques are 
mostly used for analyzing rumor detection 
performance? 

RQ6: What are the main challenges and potential 
directions for the field of rumor detection??  

3.3 Source of Information 

 A variety of libraries have been chosen to undertake 
the systematic literature review, including: 

- IEEE Explore () 

- ACM Digital Library () 

- Science Direct ()  

- Google Scholar ()  

A number of keywords were used in order to search 
for all the appropriate papers “Rumor detection" or 
“Fake information” WITH either: 

 “Machine Learning” or “[the name of any 
ML technique]”  

 "Deep Learning”, "Deep Neural Networks" 
or [the name of any DL approach].  

Following the search process, the papers that are 
generated include both rumor detection and DL or 
rumor detection and ML. We also included papers 
through Google Scholar only when the other 
identified digital libraries were unable to locate 
them. 

Additionally, we have restricted our inclusion to 
only those publications done on Twitter and other 

microblogging sites like Sina Weibo. Additionally, 
the most comprehensive version of a study is 
provided if it appears in multiple journals or 
conference proceedings. 

 Concerning the exclusion criteria, we excluded all 
research researches that had nothing to do with the 
identified questions, as well as any duplicate works 
or older pieces published before 2018. 

3.4 Selection Criteria 

There are numerous surveys in the said field of 
rumor detection, and a set of strict criteria has been 
established in order to select the most pertinent and 
relevant research for our survey. For these standards, 
there are both inclusion and exclusion requirements. 
We included the years 2018-2021 in the inclusion 
criteria. Figure 1 depicts a global comparison of the 
current trends in the area of social networking 
analysis for the ML and DL domains. In comparison 
to the use of DL (shown in yellow color on Figure 1, 
this can be observed that using classical ML methods 
is more widespread, the red line in Figure 1. 

3.5 Analysis of Related Studies 

Concerning this section, we will find, review, in 
addition to evaluating the results of the relevant 
papers, as well as providing answers to previously 
specified questions. The solution to RQ1 may be 
found in Table 2, which categorizes chosen 
publications on both ML and DL based on the 
publishing type, the year of publication, and the 
technique used. 

Number of citations is an important indicator of the 
quality of published research work. According to 
Error! Reference source not found., 
approximately 38% of published research studies 
have more than 15 citations and are having large, 
sizable audience. The most frequently study was 
Guo, H.'s (2018) paper which had 131 citations, and 
Ma, J.'s (2019) study came in second with 115. 

3.6 Rumor Detection in ML and DL 

3.6.1 Dataset  

PHEME, Kaggle, Newly Emerged Rumors, Liberia 
- Ebola 2015, and Credibility Corpus are among the 
publicly available datasets. In the following sections, 
we will pay special attention to the datasets being 
used in said research in order to track rumors using 
ML and Dl approaches. 
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Table 2: Selected Papers Classification  
(Citation via Google Scholar) 

Publication Type of Publication Technique Applied 

Source Citation Number Journal Conference ML DL 
[13]                  2     
[14]                  1                       
[15]               128                           
[16]                22     
[17]           7                     

[18]                      10                                                                      

[19]                    1     

[20]               2     
[21]                          2                            
[22] 2                                                         
[23] 65     
[24]                      19                      
[25]                    4                                              

[26]                           1                                              
[27]                         16     
[28]                         5                             
[29]                          21                                              
[30]                             115                                              

[31] 4                                              

[32] 7                             
[33]                          131                                              

 PHEME dataset 

Zubiaga et al. [34] created the PHEME public 
dataset. The dataset is derived from Twitter through 
crawling tweets with the Twitter streaming APIs. In 
addition to, including both rumors and non-rumors 
tweets sent out throughout breaking news. 

The authors of [24], [30], and [31] employed the 
PHEME dataset that is considered a benchmark for 
stance identification, in order to test several 
approaches on the rumor detection task. In [24], they 
ran many experiments including the publicly 
accessible dataset PHEME to figure out the optimal 
hyper parameter values for the proposed CNN 
model. [30] used two datasets, PHEME with 1,123 
rumors and 1,123 non-rumors, which was gathered 
based on 5 breaking news, so it claims overlapped 
more than TWITTER, which was collected based on 
498 non-rumors and 494 rumors published on 
snopes.com. The [31] dataset contains 5,802 
discussion samples, 1,972 of which are rumor 
samples and 3,830 of which are non-rumor samples. 

 Twitter and Weibo dataset 

Rather than using publicly available datasets, a 
group of academics prefers to create and collect their 
own. Researchers can obtain sample data mainly on 

social networking sites as Twitter and Sina Weibo 
via APIs. 

Without any prior preparation: [13] and [17] have 
used the available ArCOV-19 dataset that includes 
Arabic tweets concerning the COVID-19 pandemic 
and covers the same period from 27 January to 30 
May 2020. The overall number of tweets collected 
was lowered to 3157 tweets, including 1480 rumors 
(46.87%) and 1677 non-rumors (53.12%) while [18] 
collected an amount of significant Arabic tweets 
using the Twitter streaming application interface and 
Tweepy Python library for four months starting from 
January 1, 2020, to April 30, 2020, containing more 
than 4,514,136 million tweets also [21] have been 
streaming tweets in real-time using Tweepy. 

With 130 total samples, they have created their own 
dataset for [16]. The basic questions that can be 
found on Twitter, Facebook, and numerous news 
stories served as the basis for the samples.  

Table 3: Published Research Work 

Citation Number >=15 >=5 and 
<15 

<5 

Papers Count 8 4 9 
 



Journal of Theoretical and Applied Information Technology 
31st March 2023. Vol.101. No 6 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2233 

 

For training purposes, the administrator of [19] 
provides data from Twitter; they have chosen 400 
ham messages and 100 spam tweets. A total of 200 
messages have been chosen for testing. The chosen 
datasets are stored as text files. Speaking about [20], 
a dataset called the Health Connected Rumors 
Dataset (HRRD), which compiles tweets concerning 
rumors about cancer treatments/disease, was 
developed. Using Twitter's streaming API, [23] 
compiled a dataset of tweets that covered the three-
month period from 15 January to 15 April 2020. A 
total of 121,950 credible tweets and 287,534 non-
credible tweets were identified and categorized from 
the total number of tweets. Work in [33] used a 
twitter dataset of rumor events (498) and non- rumor 
event (493). [29] made use of Ma et al. public’s 
Twitter dataset, which included 992 distinct 
identified groups. [26] and [33], carried out studies 
using Weibo data. The dataset contains 2313 rumors 
and 2351 non-rumor samples, each of which 
includes a different type of data. In [27], they 
proposed an excellent research tool regarding rumor 
spreading and rumor refutation spread analyses. The 
amount of data collected was 38365 microblogs 
from 3999 Weibo users (3793 valid). [28] was 
publicly obtained from Twitter data consisting of 
rumor and non-rumor labeled tweets. 18571 data 
were employed in the experiments. 

 Kaggle 

The dataset is available in CSV format and includes 
three files, each of which contains a list of websites 
that have been independently cited on Snopes.com, 
Emergent.info, and Politifact.com. Work in [32] has 
obtained business reviews from the publicly 
accessible Kaggle dataset. 

 News articles dataset 

Speaking of [14], it has used two datasets, one of 
which was manually compiled from a large scale of 
news articles from a trustworthy online newspaper 
website. They then extract these data and store it in 
a CSV file as columns. 

 Others 

The other dataset of [14] was collected from several 
social media platforms like Facebook, WhatsApp, 
boom.live, etc. and manually extract in the same way 
as they previously done it with the fact data.  

In [22], the datasets used in the experiment mainly 
have three sources. Data collected from micro-blogs 

through crawl tools, or through the internet or 
through microblogs platform. [15] collected both real 
news and fake claims that surfaced on social media 
on COVID-19 topic.  

Fake claims are collected from various fact-checking 
websites like Politifact1, NewsChecker2, 
Boomlive3, etc., and from tools like Google fact-
check-explorer4 and IFCN chatbot5. Real news is 
collected from Twitter using verified twitter 
handles.[25] Handcrafted COVID-19 dataset 
obtained from Chinese platforms with 3737 rumor 
related data. 

 Summarizing dataset research studies 

To answer the question RQ2, the section above 
provides detailed information about the existing 
datasets that are intensively used for conducting 
rumors detection task. Figure 2: Considered Studies 
For The Distribution Of Dataset Types shows that, 
(63%) some researchers prefer available public 
datasets or creating their own datasets by crawling 
Twitter or Weibo microblogs. In 17% of cases use 
rumor tracking websites, 12% of researchers use 
public PHEME dataset and 4% research propose to 
use news articles’ datasets and Kaggle dataset. 

Concerning this section's goal is to respond to 
research questions RQ3 and RQ4. We'll begin by 
explaining why ML is used in rumor detection. On 
the other hand, we identify the key distinctions 
between DL and traditional machine learning. In 
addition, we will discuss the distribution of ML and 
DL methods for rumor detection. 

3.6.2 Machine Learning and Deep Learning 
Technique 

 Purpose of Machine Learning 

Machine learning-based techniques have emerged as 
one of the viable approaches for rumor detection on 
social media. A state-of-the-art depicting the use of 
supervised machine learning (ML) algorithms in the 
field of rumor detection on social media is presented. 
The most popular machine learning techniques used 
are SVM, Naïve Bayes, and Decision Trees. 
Techniques like KNN, Clustering, Naïve Bayes, 
Random Forests, Logistic Naïve Bayes, Natural 
Language Processing, social spam framework of 
analytics and detection have also been used. 
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Figure 2: Considered Studies For The Distribution Of 
Dataset Types 

 Purpose of Deep Learning 

DL provides a computational performance with 
many processing layers that will allow the learning 
of data representations with multiple processing 
layers excluding any feature engineering [36]. On 
the other side, ML classifiers depend on feature 
engineering, which is commonly labor- and time-
intensive. Research teams are increasingly interested 
in using DL for rumor detection to reduce the 
demand for specialized features. Furthermore, DL 
can find more relevant hidden features than 
conventional machine learning methods [37]. 

 Machine learning-based Rumor Detection 

To answer RQ3, we will first go over the 
architecture, tools, and performance metrics of the 
ML techniques used in the research studies. The ML 
methods for rumors detection reported in the 
analyzed research studies are compiled in  

 

Table 4 including the tools and frameworks 
employed as well as the evaluation results that were 
applied after using the ML approach. 

- Out of the 12 research papers, 5 of them 
proposed models for rumor detection. [21] 
created an automated system that uses a number 
of medical keywords that will be updated 

automatically by using the Wikipedia API to 
feed real-time Twitter Data relevant to health 
field [22] applies a rumor detection model 
relying on Naive Bayes and NLP to the data 
volume of detecting micro-blog rumors. Using 
supervised machine learning classifiers, [32] 
created an automated system for detecting 
business rumors in online business reviews. [23] 
has suggested a methodology based on 
ensemble learning for evaluating the validity of 
a significant number of tweets. [16] has 
developed a web Search Engine Misinformation 
Notifier Extension (SEMiNExt) that combined 
machine learning and natural language 
processing (NLP) into this newly proposed 
extension. 

- Out of the 12 studies, 5 suggested a comparison 
of various ML classifiers. In order to classify 
spam, [19] compared logistic regression and the 
Naive Bayes algorithm. They have also 
proposed a method for leveraging the Naive 
Bayes algorithm to block a specific group of 
nodes in order to recognize spammers on 
Twitter and instantly put an end to those rumors. 
[28] have applied a comparison for choosing the 
best technique to enhance the rumor detection 
problems, those techniques are the OneR (One 
Rule), Naive Bayes, ZeroR, JRip, Random 
Forest, Sequential Minimal Optimization, and 
Hoeffding Tree methods. A thorough evaluation 
is also given. Extreme gradient boosting 
(XGBoost), random forest (RF), and logistic 
regression (LR) were the four machine learning 
techniques that were investigated and contrasted 
by [27]. [14] tested various machine learning 
approaches with one deep learning mechanism 
(they combined the multilayer neural approach 
with three unique layers in the training 
environment) (Logistic Regression, K-Nearest 
Neighbor, Random Forest, and Support Vector 
Machine). [15] examined the performance of 
Decision Tree, Logistic Regression, Gradient 
Boost, and Support Vector Machine applying 
manual annotated dataset of 10,700 social 
media postings and research of both true and 
misleading news regarding COVID-19. 

- Two research used data in Arabic. [20] 
developed their own dataset employing Arabic-
language social media. [13] developed an in-
depth proposal that covers two phases: detection 
and tracking using the Arcov-19 dataset.

 

 

PHEME
12%

Twitter 
and 

Weibo
63%

Kaggle
4%

News 
Artcles

4%

Others
17%

PHEME Twitter and Weibo

Kaggle News Artcles

Others
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Table 4: Summary of Machine Learning Related Studies 

Paper 
Ref. 

Dataset Technique Applied 
Evaluation 
Matrix 

Findings 

[20] 

Health-Related Rumors 
Dataset (HRRD), an 
Arabic dataset that 
contains a tweets 
collection discussing 
rumors regarding cancer 
disease and treatment. 

Machine learning techniques 
including Support Vector 
Machine (SVM), Logistic 
Regression (LR), Bernoulli Naive 
Bayes (BNB), SGD Classifier, K-
Nearest Neighbor (K-NN), and 
Decision Tree (J48). In addition, 
an ensemble machine approaches 
were applied: Random Forest 
(RF), AdaBoost (Ada), and 
Bagging (Bag). 

Accuracy, 
Precision, 
Recall, and F-
1 Score  

The Random Forest 
produced the best 
accuracy (83.50%). 

[21] 

Tweepy, an open-source 
Python module that allows 
programmers to interact 
with the Twitter API, was 
used as the dataset. 

Using machine learning, they 
created an automated method to 
detect medical rumors on Twitter. 

Precision, 
Recall, F1 
score and 
Support 

Atchived 90% 
accurate analysis of 
the user-based, 
content-based, and 
network-based 
aspects. 

[22] 

Three sources of datasets 
are used in the 
experiment. 
(1) Data gathered from 
microblogs using 
crawlers. 
(2) Open microblog data 
collections gathered from 
the web and microblogs 
(3) Microblog rumors 
gathered from 
microblogging platforms. 

A rumor detection method was 
proposed by the study which 
combines a machine learning 
algorithm relying on Naive Bayes 
and NLP particles. 

F1-score, 
ROC curve 
with two 
numerical 
axes: the true 
and false 
positive rates 

This detection 
approach cuts 
processing time by 
almost 10 hours 
when compared to 
manual rumor 
detection. 
Additionally, it now 
correctly detects 15% 
more micro-blog 
rumors. 

[19] 

The datasets chosen are 
text files obtained from 
Twitter spammers. They 
chose 400 ham messages 
and 100 spam messages 
for training purposes. For 
testing, a total of 200 
messages were chosen. 

In this research, they examined 
the ideal strategy for social 
network rumor blocking. The 
ability of the analyses to 
recognize spam communications 
is tested using Naive Bayes as a 
supervised machine learning 
classification technique.  

Recall, 
accuracy, 
precision, and 
F-measure 

When comparing 
Naive Bayes with 
logistic regression, it 
was found that the 
Naive Bayes 
approach outperform 
with an accuracy of 
97.5% has an 
accuracy of 88.5%. 

[32] 
Business reviews was 
obtained from Kaggle. 

Applying supervised machine 
learning classifiers as: Logistic 
Regression, Support Vector 
Classifier (SVC), Naive Bayesian 
(NB), and K-Nearest Neighbors 
(KNN), the contribution of this 
research lied in the developing of 
an automated system for 
identifying business rumors from 
online business evaluations and 
reviews. 

F measure, 
precision, 
recall, and 
accuracy are 
employed. 

The Naive Bayesian 
classifier made a 
much better 
performance than any 
other machine 
learning classifiers 
that were examined 
performing an 
accuracy of 72.43%. 

[28] 

The data set utilized in the 
tests was acquired by 
Kwon et al. from publicly 
available Twitter data 
[35]. The tweets in this 
data collection are 
classified as rumors or 

OneR (One Rule), Naive Bayes, 
ZeroR, JRip, Random Forest, 
Sequential Minimal Optimization, 
and Hoeffding Tree algorithms 
were applied for rumor detection  

There applied 
a comparison 
between all 
those 
algorithms in 
terms of 
precision, 
recall, F-

In general, the 
accuracy of the 
classification 
algorithms shows that 
Random Forest and 
SMO was found to be 
higher than that of 
other methods while 
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not. The experiments 
utilized 18571 data. 

measure, 
accuracy, 
ROC area, 
and PRC area 
metrics. 

ZeroR have the 
lowest accuracy. 

[27] 

They crawled Sina 
Weibo's microblogs 
whereby they collected 
38365 microblogs from 
3999 Weibo users of 
which 3793 were 
legitimate. 

Talking on this study provides a 
general framework of machine 
learning method were applied. 
For the sentiment and short text 
similarity analyses, natural 
language processing (NLP) was 
used as well as four machine 
learning techniques (logistic 
regression (LR), support vector 
machines (SVM), random forest 
(RF), and extreme gradient 
boosting (XGBoost)) were 
analyzed and also compared. 

Precision, 
Recall as well 
as F1 Score 
were applied 
for 
evaluation. 
 
 
 

Sentiment and 
similarity text 
analysis has proven 
to be important, and 
the highest optimal 
performance was 
found with the 
XGBoost. 

[14] 

They used two types of 
datasets related to the 
COVID-19 pandemic: 
facts and rumors. 
• A large number of news 
stories from reputable 
online newspaper sites 
were gathered manually 
and news blogs were 
collected for the fact data. 
• Speaking of rumor 
information will be 
gathered from various 
social media platforms 
including Facebook, 
WhatsApp, boom.live, and 
others. 

A one deep learning mechanism 
as well as numerous machine 
learning techniques (Logistic 
Regression, K-Nearest Neighbor, 
Random Forest, and Support 
Vector Machine) were applied. 

F1- score 
Matrix. 

The news 
classification schema 
based on deep 
learning achieved an 
efficiency of almost 
90% succeeded in 
providing the highest 
f1-score. 

[13] 

The dataset used is 
publicly accessible in the 
"tweet verification" 
subdirectory. 

This study's method is divided 
into two stages: detection and 
tracking. They used two models 
in the detection phase: the 
stacking ensemble approach, 
which analyses tweet texts, and 
Support Vector Machine that is a 
genetically based algorithm, that 
will work on both user and tweet 
features. Various similarity-based 
techniques discovered during the 
tracking phase in order to collect 
the top 1% of tweets that were 
similar to a target tweet or post in 
order to locate the rumors source. 

F1-score, 
recall, 
precision, and 
accuracy were 
applied. 
 

The experiments 
results were very 
interesting in the 
tracking phase, in 
terms of ROUGE L 
precision, recall, and 
F1-Score for 
similarity 
approaches, as well 
as providing 
promising results in 
terms of accuracy, 
precision, recall, and 
F1-Score for rumor 
detection with an 
accuracy of 92.63%. 

[15] 

They gathered both 
COVID-19 true and false 
information from social 
media. They also gathered 
fake claims from fact-
checking websites such as 
Politifact1, 
NewsChecker2, 
Boomlive3, and others, in 
addition to that tools such 

They used the term frequency-
inverse document frequency (TF-
IDF), and they benchmarked the 
annotated dataset using the four 
machine learning baselines which 
are Decision Tree, Logistic 
Regression, Gradient Boost, and 
Support Vector Machine. 

Accuracy, 
recall, 
precision, and 
F1-score are 
considered for 
evaluation. 

SVM have achieved 
the best results on the 
test set, providing  
F1- score with 
93.32%. 
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as Google fact-check-
explorer4 and the IFCN 
chatbot5. Twitter verified 
handles which are 
typically used to gather 
real news. 

[23] 

A dataset of tweets that 
was gathered over a three-
month period, from 
January 15- April 15, 
2020, using the Twitter's 
streaming API. Their 
search was conducted 
using the related hashtags 
and keywords to COVID-
19. 

This paper attempt to provide an 
ensemble-learning-based 
approach in order to evaluate the 
large number of tweets validity. 
They ensemble learning was used 
in order to combine six machine 
learning algorithms and run 
numerous experiments on the 
gathered and labelled dataset. 
This model was also improved 
after combining the ensemble-
stacking model with the chosen 
machine-learning models. 

A standard 
deviation and   
average 
accuracy of 
each model 
was obtained 
and used as 
the 1-sigma 
error. 

 

Using the proposed 
framework a high 
degree of accuracy in 
distinguishing 
between credible and 
non-credible tweets  
was demonstrated 
and obtained clearly 
for the COVID-19 
information. 

[16] 

A data set was made. They 
treat each sentence in a 
search query as a separate 
sample, speaking on their 
data set which includes a 
130 samples on total. 
Basic questions from 
popular social media 
platforms such as Twitter 
and Facebook, as well as 
numerous news articles, 
were obtained in order to 
serve the samples. 

This study had been presenting a 
web Search Engine 
Misinformation Notifier 
Extension (SEMiNExt), that was 
created by combining both the 
machine learning and natural 
language processing. 

Recall, 
accuracy, 
precision, and 
F1 score were 
used 

After this study it had 
been proven that the 
SEMiNExt under an 
artificial neural 
network (ANN) 
performs the best in 
terms of accuracy, 
F1-score, precision, 
and recall values of 
93%, 92%, and 92%, 
respectively. 

 

 Deep learning-based rumor detection 

To respond to RQ4, we first review the 
architecture, libraries, tools, and performance 
metrics of the DL techniques used in the research 
studies.  

 

 

 

Table 5 summarizes the DL techniques proposed 
in the rumors detection field that were discovered 
in the studies considered. It also identifies and 
employs the frameworks, tools, and libraries used, 
as well as the performance achieved after 
employing the DL method. 

- Five studies proposed models for rumor 
detection. For rumor identification in [29], 
they suggested combining CNN and an 
attention-residual network to capture long-

range dependency. Convolution DL CNN 
architecture is the foundation of the model that 
was proposed in [31]. Then, they compared 
their results to those of the DL- and machine-
learning-based rumor detection methods that 
are currently in use. A novel was proposed to 
deep hybrid learning model in [17] for 
detecting COVID-19-related rumors on social 
media, relying on concatenated parallel 
convolutional neural networks and a long 
short-term memory (LSTM–PCNN). The pre-
trained BERT model has been combined with 
the TextCNN and TextRNN models in [25]. 
For rumor detection, [33] proposed a 
hierarchical LSTM network with social 
attention. 

- In [18] the paper is focusing on the feature 
representation they compared the performance 
of word2vec and FASTTEXT on both ML and 
DL techniques to identify Arabic 
misinformation related to COVID 
automatically. 
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Table 5: Summary of Deep Learning Related Studies 

Paper  
Refere

nce 

Dataset Dataset 
Size 

Technique 
Applied 

Feature 
Represe
ntation 

Findings Limitation 

[29] Two Twitter 
datasets 
one proposed 
by Ma et al 
and the other 
is a Twitter 
Monitor 
defines a 
keyword-
based query 
method. 

From the 
first 
dataset 
992 events 
and from 
the other 
1,409 

Attention-
residual 
network 
combined 
with CNN 

Content 
feature to 
generate 
word 
vector 
matric 

Attention-residual 
network mixed with 
CNN beats other 
state-of-the-art 
models concerning 
both rumors 
identification in 
addition to early 
rumor detection when 
compared to prior 
research that 
exclusively relied on 
RNN. 

Need to 
compare their 
findings with 
other 
attention 
models to 
measure their 
effectiveness. 

[24] The publicly 
available 
dataset 
PHEME 

Not stated Deep 
learning 
model 
based on 
(CNN) 

Word 
Vector 

The proposed model 
is built on CNN 
architecture 
demonstrating one of 
the best performances 
in comparison to the 
existing rumor 
detection approaches 
using and depending 
on both DL and 
machine learning 
techniques. 

To assess the 
performance 
of their 
model, it is 
necessary to 
investigate 
how robust 
this discovery 
is on different 
NLP tasks. 

[17] ArCOV-19 
dataset 
(Arabic 
COVID-19) 

3,157 
tweets 
total, 
including 
1677 non-
rumors 
and 1480 
rumors. 

Three 
parallel and 
concatenate
d 
convention
al neural 
networks 
used 
together 
with the 
long short-
term 
memory, 
(LSTM) 
(PCNN). 

word2ve
c, GloVe 
and Fast 
Text 
model 

Speaking on this 
study a novel hybrid 
deep learning model 
for COVID-19 
detection was created 
(LSTM–PCNN). As a 
result of this study 
the model produced 
one of the highest 
results, with an 
accuracy of 86.37%. 

More 
investigation 
using Arabic 
Tweets 
should be 
considered 
with other DL 
methods 

[25] COVID-19 
dataset 
created by 
hand and 
collected 

They 
supplied 
3737 
rumor-
related 

TextCNN 
and 
TextRNN 
are used 

BERT 
Model 
was 
performe
d 

Applying BERT 
model had 
outperformed the 
other models. The 
BERT, TextCNN, 

It is 
impossible to 
rerun this 
model as the 
dataset used 
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from Chinese 
platforms 

data 
points. 

and TextRNN models 
achieved an accuracy 
higher than 90%. 

is not 
accessible. 

[18]   Arabic 
COVID-19 
obtained via 
Twitter 

8786 
Tweets 
were used. 

Applied 
both ML 
and DL 
techniques  

They 
used 
Word2ve
c, 
FASTTE
XT, TF-
IDF, and 
n-gram. 

Fast Text performed 
better for DL 
approaches, but TF-
IDF word level 
performed better for 
ML. The XGB 
classifier was the 
most effective at 
detecting Arabic 
misinformation. 

Preprocessing 
limitation 

[26] A set of 
publicly 
accessible 
data sets 

2313 
rumors 
and 2351 
non-
rumors 
samples 
were used 

They 
applied the 
attention-
based DL 
method, 

Not 
Mentione
d in this 
study 

User comments is 
used to provide a 
crystal-clear sign for 
spotting the rumor 
trend. 

Need to 
shorten 
training time 
and improve 
model 
performance 

[30] PHEME and 
Twitter 

Twitter 
(498 non 
rumors 
and 494 
rumors) 
 
PHEME 
(1,123 
rumors 
and 1,123 
non 
rumors) 

Generative 
adversarial 
network 

Use a 
stochasti
c 
gradient 
descent 
algorith
m with 
small 
batches, 
200 
epochs, a 
hidden/c
oncealed 
vector of 
100, and 
a word 
size of 
5000. 

Comparing the 
proposed method to 
modern methods, the 
results are 
significantly superior. 
On the PHEME 
dataset, accuracy was 
78.1%, and on the 
TWITTER dataset, it 
was 86.3%. Low-
frequency strong 
non-trivial patterns 
has been detected by 
the model. 

Thy must 
improve and 
enhance the 
accuracy of 
the model. 

[31] PHEME There are 
1,972 
rumor 
samples 
and 3,830 
non-rumor 
samples. 

Three 
recurrent 
neural 
networks 
(RNN) 
were used 
as the 
following: 
Long 
Short-Term 
Memory 
(LSTM), 
Gated 
Recurrent 
Unit 
(GRU), and 
Bi-

In this 
study 
they 
didn’t 
use the 
contents 
they used 
the 
tweets' 
propagati
on 
patterns 
instead to 
identify 
fraudulen
t 

They eliminated the 
dimensionality of the 
input feature set that 
helps in improving 
and enhancing the 
training time. 
Due to the nature of 
the time-series data 
generated which had 
reduced the 
computational 
complexity of 
classification. 
Increasing the micro-
averaged F1 score by 
4.6% in comparison 
to other baselines. 

Evaluation 
matrix 
applied needs 
to be more 
accurate.  
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directional 
Recurrent 
Neural 
Network 
(Bi-RNN) 
at the same 
time they 
applied 
also one 
convolutio
nal neural 
network 
(CNN). 

informati
on 

[33] Twitter: All 
rumor events 
are indexed 
using 
keywords 
gleaned from 
Snopes' fake 
news 
database. 
Weibo 
Dataset: Non-
rumor events 
are collected 
during 
crawling 
posts in 
general 
threads, on 
the other side 
rumors are 
confirmed by 
the 
Community 
Management 
Center of 
Sina. 

On 
Twitter, 
there are 
rumor 
events 
(498) and 
non-rumor 
events 
(493). 
While on 
Weibo 
there are 
rumor 
event 
(2,313) 
and non-
rumor 
event 
(2,351) 

For rumor 
detection, 
they have 
proposed a 
unique 
hierarchical 
network 
with social 
attention 
(HSA-
BLSTM). 

In this 
study 
paper, 
the social 
features 
are user 
profile, 
propagati
on and 
post texts 

Extensive 
experiments and tests 
using both datasets 
(Weibo and Twitter) 
have shown that the 
proposed model 
(HSA-BLSTM) gave 
better results than any 
other art models 
significantly showing 
an accuracy of 94.3% 
and 84.4% 
respectively, for 
HSABLSTM. 

Their model's 
accuracy 
needs to be 
investigated 
much more, 
and it needs 
to be 
compared to 
other deep 
learning 
models. 

3.6.3 Rumor Detection Evaluation Matrix 

To answer RQ5, we should start by reviewing the 
different techniques of the evaluation matrix that are 
mostly used for analyzing rumor detection 
performance and then stating the ML and DL 
evaluation techniques proposed in the rumor’s 
detection field found in the research studies. 

 Evaluation Matrices 

Concerning classification problem, we should be 
prepared with various assessment metrics to analyze 
the classification algorithm. Including Confusion 
Matrix, Precision, Recall, Accuracy, F measure, and 
Area under ROC curve (AUC). 

- Confusion Matrix 

Confusion matrix for the classification problem with 
two classes is shown in Figure 3. According to the 
graph, there could be four different forecasts for the 
results. Whether true positive or true negative 
outcomes both are correct classifications, however 
false positive in addition to false negative outcomes 
result in two types of errors.  

A false positive example is a negative class that is 
inaccurately classified as positive, and a false 
negative example a positive class that is inaccurately 
classified as negative. Kohavi and Provost [38] 
3define the context of our research entrance to the 
confusion matrix as below: 
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(a) Representing the number of correct negative 
forecasts,  

(b) the number of correct positive forecasts,  
(c) the number of correct negative forecasts, and 
(d) the number of correct positive forecasts. 

 

Figure 3: Confusion Matrix 

- Precision 

It can be viewed and described as either the fraction 
of correctly predicted positive classes that occurred, 
or it can be viewed through number of accurate 
outputs provided by the model. Said can be observed 
by applying the formula below: 

Precision= TP/TP+FP 

It is the percentage of total positive classes that our 
model correctly predicted. 

- Recall 

The recall rate is calculated as follows and should be 
as high as possible. 

Recall= TP/TP+FN 

- Accuracy 

It is considered one of the most important concerns 
when assessing the accuracy of a classification task. 
This shows how the model frequently predicts the 
outcome correctly. It can be calculated as the ratio of 
the classifier's total number of predictions to the 
number of correctly accurate predictions it made. 
The formula is as follows: 

Accuracy = TP + TN / TP + FP + FN + TN. 

- F-measure 

It is challenging comparing two models with low 
precision but high recall, or vice versa. Following, 
the F-score can be used regarding this. This score 
enables us at the same time to evaluate recall and 
precision. The F-score is at its highest when recall 
and precision are both equal. It can be calculated 
using the formula below: 

F-measure= 2*Recall*Precision / Recall + Precision 

- Receiver Operating Characteristic Curve (ROC 
curve) 

The ROC is a graph that displays and illustrates the 
classifier's performance across all possible 

thresholds. A graph depicts the true positive rate (on 
the Y-axis) and the false positive rate (on the x-axis). 

 ML and DL Evaluation Matrices in the related 
Research Studies 

Speaking of machine learning papers, [13], [15], 
[19], [20], [21], [27], and [32] have employed 
Precision, Recall, F-1 score, and Accuracy in their 
publications. [14] uses the F1 scoring measures. In 
[16], they use a confusion matrix table to visually 
demonstrate the algorithm's performance and offer 
insight. When determining if a system model is 
valid, [22] takes into account both index values as 
well as the F 1-Score, which is the weighted average 
of recall and accuracy. Additionally, the ROC 
Curve, whose two number axes are the true positive 
rate in addition to false positive rate, has been 
applied. In [23], they calculated the 1-sigma error by 
taking the average accuracy of each model and the 
standard deviation. They compared the algorithms in 
[28] using precision, recall, F-measure, accuracy, 
ROC area, and precision-recall curve (PRC) area 
measurements. 

Regarding deep learning papers, evaluation matrix 
used to create all of these measures in [17], [24], 
[25], [26], [30], and [33] was accuracy, precision, 
recall, and F-score. [31] considered evaluation 
metric known as the F1 score. [18]   included 
evaluation measures such as the Area under the ROC 
Curve (AUC), precision, recall, and F1. In [29], they 
used Accuracy, Precision, and F1 Score to evaluate 
the performance of their model in various aspects. 

4 CHALLENGES AND OPEN ISSUES 
This section is responding to RQ6 question, which is 
concerned with the major future directions in 
addition to challenges proposed in the field of rumor 
detection, by highlighting unresolved problems. 

4.1 Rumor Detection Problems and Obstacles 

When researching and examining the material of 
rumor detection on social media networks, academic 
researchers face numerous challenges.  

We'll go over a few of the challenges that academics 
who use social media data face. 

a. Applying means of hashtags and keywords to 
find tweets about a specific topic does not 
guarantee that all relevant keywords-based 
queries and hashtags, therefore, the dataset will 
be biased. 

b. Quick and accurate detection aids in limiting the 
spread of rumors and mitigating their negative 
effects on society. As a result, the data sets 
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related to source detection must be collected in 
real-time. 

c. Source identification and tracking across linked 
social networks. A number of social networking 
websites, including Facebook, Twitter, and 
others, provide accounts for users. This various 
social networks that people use can occasionally 
be used to spread rumors. 

d. Data retrieval in case of using different 
keywords or hashtags to access different data 
which requires additional data preparation and 
transformation, including format conversion 
and filtering out irrelevant data. Furthermore, to 
obtain data written in a specific language we use 
is considered one of the huge problems. 

4.2 FUTURE PATH AND DIRECTIONS 

Because ML and DL are promising technologies for 
rumor detection, researchers should take note and 
exercise caution when choosing the best 
architecture. The following suggestions provide 
information regarding the response to research 
question RQ6: 

 The development of a linkable or interconnected 
social network and the discovery of the genuine 
sources within a linkable social network might 
be seen as a wide and challenging area that 
requires further study. 

 The majority of research studies rely solely on 
textual elements. It is preferable to use DL when 
working with visual formats as videos and 
images. 

 The dataset is gathered using keywords that 
were previously identified as being associated 
with rumors. Most of the time, data retrieved is 
solely written in the language of the queries that 
were actually run. Because of this, it will be 
crucial to keep an eye out for rumors written in 
other languages in the future. 

 The researchers are urged to be as specific as 
possible about the tools they used and the 
evaluation performance matrix obtained. The 
scientific community will be able to reproduce 
the findings and enable additional developments 
in the process. 

5 CONCLUSION 
The spread of rumors has been proven to be 
incredibly unsafe for society. Therefore, we should 
find a way to diffuse these rumors. Machine learning 
(ML) and deep learning (DL) have gained great 
success in the field of rumor detection. Several ML 

and DL-based methods have been proposed for 
rumor detection on social networks. In this paper, six 
review questions have been proposed: the types of 
publications that were distributed during the last five 
years; the datasets that are most frequently used; the 
techniques of ML and DL and their performance; the 
evaluation matrix techniques mostly used for rumor 
analysis; and finally, the challenges and potential 
directions for the rumor detection field. To answer 
those review questions, we conducted methods using 
21 published papers in the field of ML and DL. 
Specifically, we provided a comparison for both DL 
and ML based on the methods, performance 
evaluation, tools, and architecture. We also provided 
the dataset's principle based on its type, source, and 
content. Finally, we highlighted the challenges and 
future directions for research on rumor detection 
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