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ABSTRACT 

Traditional outsourced methods are being replaced by the emerging cloud computing architecture, which 
offers adaptable services to clients in many regions through the Internet. Due to this, it becomes necessary 
for data categorization to be carried out by probably dangerous cloud servers. In this situation, clients can 
use a classification created by the server to categorize their unique cloud-based resource test results. The 
current study effort created a training approach that protects confidentiality using the Matrix Operation for 
Randomization and Encryption (MORE) scheme, allowing neural network model calculations. The neural 
unit of the model may retain certain critical data as a result of over-fitting during the deep learning training 
phase. It is possible for data privacy to be compromised whenever the intruder creates the appropriate assault 
scenario. In  this research article, a Differential Privacy Subspace Approximation with Adjusted Bias 
(DPSaab) is proposed to train the  Feed forward-designed Alexnet convolutional neural network (FF-ACNN). 
Initially, the data normalization is done by Min-Max normalization then the privacy-preserving training 
method based on A FF-Alexnet CNN model's calculations may be done immediately on floating point data. 
This is  possible due the encryption technique MORE. In addition, the DPSaab method is used to maintain 
differentiated anonymity in FF - CNN's Alexnet. The efficacy of the suggested approach is tested on the 
MINST identification database using the DPSaab method, which meets the concept of differentiated secrecy. 
Keywords: Classification Problem, Homomorphic Encryption, MORE, MNIST Digit Recognition Problem, 

DPSaab, FF-ACNN. 
 

1. INTRODUCTION 

 The demand in cloud computing has grown 
significantly over the past several years as a result of 
its benefits, including accessibility and mobility in 
getting computer capabilities at a cheaper price. The 
concept of combining physical assets and 
representing them as virtual assets is the foundation 
of the abstraction known as "cloud computing". 
Providing services, developing applications, and 
enabling platform-independent user accessibility to 
functions through this architecture is undoubtedly 
innovative [1]. NIST's description of cloud 
computing is one of the ones that is most frequently 

utilised: Through the use of a common pool of 
reconfigurable computational capabilities that must 
be quickly supplied and delivered with little 
administration work or services carrier involvement, 
cloud computing is a concept for providing 
universal, practical, on-demand network 
connectivity [2]. One of the concepts of modern 
computing that is expanding the quickest is cloud 
computing. The initial expenditure required by 
enterprises to implement cloud computing is 
relatively inexpensive because consumers simply 
spend for the products they really utilize. Companies 
currently having the freedom to get assets or 
solutions as needed. Several of the polls do not 
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address concerns related to administration, 
identification administration, admission protection, 
law, and accountability. the latest, most thorough 
taxonomy of cloud safety problems. To determine 
how many referrals there are for every type of 
problems and associated answers, they had adopted 
a statistical technique [3]. As a result, they had 
offered considerable insights into both the topics that 
scholars had focused on and the topics that haven't 
gotten any focus. They were successful in outlining 
a taxonomy of cloud privacy, but also avoided going 
into technological specifics. 

 On the other hand, Data classification in 
machine learning and artificial intelligence refers to 
the challenge of classifying an unexpected 
information item utilizing a classifier that is 
constructed from a training set of recognized data 
samples. It is impossible for persons or smaller 
companies to create their own classification since 
doing so required a huge quantity of acceptable 
learning data [4]. The data categorization should be 
outsourced to a third party as the only practical 
answer to this issue. The need for a significant 
number of correct training information examples, as 
well as expensive computing and memory 
capabilities on the part of the customer, is reduced 
when the data categorization is outsourced. Several 
approaches have been developed using different 
methods, including Secure Multiparty Computation 
(SMC), FHE, and PHE, to enable secure and 
privacy-preserving data processing in the cloud [5]. 
But none of them are able to solve the 
aforementioned three issues. The significant 
computational complexity of FHE-based techniques 
prevents flexibility accessibility to the outcomes of 
cipher text processing. Due to the complexity of 
secret key transformation amongst customers, it has 
also shown demonstrated that using cryptography 
alone is insufficient when data are distributed across 
several consumers. Consequently, various multi-
server methods are suggested and created. However, 
they still have certain problems [6]. To accomplish 
calculations over cipher messages that were 
contracted by a number of clients having its own 
keys, for instance, a strategy depending on Paillier's 
cryptosystem was presented. But it can only support 
addition and multiplication. Another PHE-based 
technique accomplishes a variety of calculation 
tasks, but it has a significant computational cost, 
particularly when multiplying a large number of 
input data [7]. Using at least three servers, a well-
known SMC technique enables safe addition and 
multiplication. perform additional calculations, but 

make managing the data more challenging and 
multiplying a large amount of data more complex. 

 Convolutional neural networks have 
demonstrated exceptional efficiency in a variety of 
disciplines, making it a more prevalent framework 
for deep learning today. Three factors determine if 
its use is effective: (1) a vast number of real 
databases [8], (2) effective optimizing techniques 
like SGD, Momentum, and Adam, and (3) 
outstanding deep learning open source frameworks 
like Tensor Flow, Pytorch, Paddle, and the GitHub 
code platform The backpropagation process using 
the stochastic gradient descent approach, which 
minimizes the loss function, determines all the 
model parameters given a CNN framework. This 
trained network is referred to as BP-CNN. 
Unfortunately, BP-CNN training consumes a 
significant amount of processing power, and the 
model itself lacks comprehensibility. a recurrent 
neural network architecture that uses feedback path. 
The BP and SGD algorithms are not required to be 
used in the training of the FF-ACNN [9]. By 
travelling in a feed-forward fashion, the model's 
parameters are acquired. The FF-ACNN performs 
better than BP-CNN under the same model 
framework and has a less sophisticated model than 
the latter. Deep learning's risks to security. Since the 
deep learning dataset includes a lot of particular 
security details, including the user's location, photos, 
medical, finances, and other sensitive details, deep 
learning privacy protection has gained attention as a 
study area in recently years [10]. An intruder would 
suffer unpredicted damages if they succeed in 
obtaining this knowledge, which would harm 
consumers. Deep learning has two key privacy risks: 
external causes and internal considerations. To 
breach the consumer 's confidentiality, the intruder, 
on the one hand, masters specific background 
knowledge and puts up assault situations that match 
to it, such as membership assaults and model 
inverting assaults. On the other side, over-fitting 
during the deep learning training phase might lead to 
the neural unit of the model remembering certain 
private data. Information security breaches might 
occur as a result of how the hacker creates the 
appropriate assault environment [12]. The 
advancement of deep learning is indeed greatly 
influenced by how to create an effective private 
protection system. 

 In this situation, users can use a 
classification created by the servers to categorize its 
own cloud-based information items. The existing 
research work, developed a privacy-preserving 
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training method based on MORE scheme, enables 
the computations within a neural network model. 
The neural unit of the model might remember certain 
important details as a result of over-fitting during the 
deep learning training phase. It's possible for 
information security to be compromised whenever 
the hacker creates the appropriate assault scenario. 
So in order to mitigate the problem, this research 
work proposed a DPSaab the training data in order 
to FF-ACNN. 

 The remaining works are arranged in the 
following sections. In Section 2, discuss cloud 
computing implementation models and 
categorization issues. Describes the methods under 
consideration in Section 3. Findings and their 
discussions are presented in section 4 in detail in 
section 5, summarizing proposed work and the 
issues presented in the work. 

2. LITERATURE REVIEW 

 Discussed some current methods for 
addressing categorization challenges and privacy 
concerns in cloud computing in this chapter. 

 Rahulamathavan et al [13] introduced a 
privacy-preserving (PP) With a server-side classifier 
that is hidden from the clients throughout the 
classification, the server is impossible to learn 
anything regarding the input data points from the 
clients. To make further precise, we suggest the first 
client-server supporting vector machine data 
categorization protocol that is currently available. 
Both two-class issues and issues with multiple 
classes can be classified using the suggested 
technique. The protocol uses safe two-party 
computing and the advantages of Pailler 
homomorphic encrypting. Our method's central idea 
is a safe method for extracting the Pailler encrypting 
numbers' sign that is both effective and innovative. 
A Homomorphic Re-Encryption Scheme was used 
to assist Ding et al. [14]'s suggested Privacy-
Preserving Data Processing (PPDP) system (HRES). 
By allowing several customers to access processing 
cipher texts via cipher text re-encryption, the HRES 
converts partial HE from a single-user system to a 
multi-user one. Seven fundamental operations on 
cipher messages, including addition, subtraction, 
multiplication, sign acquisition, comparison, 
equivalent test, and variation, may be supported by 
the PPDP system with the help of a Data Service 
Provider (DSP) and an Access Control Server 
(ACS). We also employ numerous ACSs to manage 
the information from their own customers and 
construct computational operations across cipher 

texts belonging to different ACSs in order to 
increase the adaptability and reliability of the 
platform. After that, we analyze PPDP's 
performances and benefits in comparison to other 
recent work, show how secure it is, and verify its 
safety. We also show how efficient and successful it 
is in terms of huge data processing by simulating 
these processes. Li et al [15] developed a cutting-
edge method based on a hybrid structure that 
combines completely homomorphic encryption with 
the double decryption process (FHE). Moreover, 
demonstrate the security of these two multi-key deep 
learning techniques over encrypted data. Briefly 
introducing classification algorithms and cloud 
computing in Zhou et al [17]. Work, they then 
analyse the drawbacks of the existing parallel 
classification methods and provide a novel paradigm 
of parallel classifying algorithms. Additionally, it 
primarily provides a parallel Map Reduce-based 
Naive Bayes categorization method, a 
straightforward yet effective parallel programming 
method. The empirical findings show that the new 
approach performs better than the original technique 
and can effectively handle big information on 
commodity hardware. 

 Wang et al [18] the use of homomorphic 
encryption, which may conceal important inputs and 
outputs from a counterparties, was suggested as the 
basis for an outsourcing privacy-preserving 
decisions tree categorization model. A safe exclusive 
OR (XOR) protocol has been developed; this 
protocol deftly computes the XOR of two sets of bit-
encrypted data in order to get a third set of bit-
encrypted results. According to the empirical 
findings, the suggested methods are especially 
effective for cloud-encrypted, outsourcing decisions 
trees. These decision trees are characteristic of 
categorization methods that were developed using 
actual databases, which range using the 
categorization of cancer to the diagnosis of heart 
disease. Through the use of encryption methods, 
Kaur et al [20]. Suggested work plan seeks to allay 
worries about database protection from various 
cloud users' perspectives. On order to guarantee the 
protection of content in the cloud, the model 
suggested several encryption techniques, including 
AES, DES, RSA, and Blowfish. We suggested these 
methods to account for diverse users' points of view. 
AES, a symmetric encryption method, was 
introduced by Pancholi et al (Advanced Encryption 
Standard). It is based on various permutations, 
replacements, and transformations. A non-
interactive, privacy-preserving k-NN query and 
categorization technique was created by Du et al. 
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[22]. In order to protect the secrecy of encrypted 
outsourced data, data access patterns, and the query 
record, our suggested method is using two already-
existing encryption systems: Order Preserving 
Encryption and the Paillier cryptosystem. It also 
makes use of the encrypted k-dimensional tree to 
improve the performance of the conventional k-NN 
algorithm. High query performance is something 
that our suggested system aims for when maintaining 
data security. Comprehensive empirical findings 
demonstrate that this technique achieves 
categorization performance that is extremely near to 
that of the strategy that uses unencrypted 
information and the scheme that already exists for 
non-interactively querying encrypted data. 
Compared to the currently used non-interactive k-
NN query strategy, the query runtime of our 
approach is much faster. 

 Faheem et al. [23] presented symmetrical 
encryption using the AES method. Numerous 
permutations, replacements, and transformations 
constitute the foundation of it. It demonstrates the 
use of Secure Data Storage for Cloud Computing to 
increase security while demonstrating AES's 
resilience to a number of attacks, including 
difference, square, key, and key retrieval threats. As 
a result, the AES algorithm is a very reliable 
technique of encryption. The algorithms known as 
AES and Blowfish were developed by Gupta et al. 
[24]. The provision of protection against the illegal 
access to the data was the primary intention behind 
the development of the encryption method. The 
primary objective of this research is to propose a 
concept for combining these two methods in order to 
provide twice the protection for data that is kept 
inside the cloud. In addition to this, important 
considerations include efficiency as well as the cost 
of deployment. Mewada et al. [25] presented a 
security method, namely AES, DES, BLOWFISH, 
RSA, and MD5, for use on a single device as well as 
a cloud network for a variety of inputs. The 
performance of these algorithms is evaluated using 
two different parameters: the mean time and the 
speed-up ratio. Fully homomorphic encryption 
(FHE) on a symmetric basis is proposed, along with 
the Matrix Operation for Randomization and 
Encryption (MORE) technique, which enables 
unrestricted computation on encrypted data. In order 
to protect data privacy and improve the current 
MORE method, the suggested scheme makes use of 
the Secret Information Moduli Set (SIMS) [30]. 

3. PROPOSED METHODOLOGY 

 This research work proposed a Differential 
Privacy Subspace Approximation with Adjusted 
Bias (DPSaab) to safeguard the data used for training 
in Feed forward-designed Alexnet convolutional 
neural network (FF-ACNN). Here initially the data 
normalization is done by Min-Max normalization. 
And then the privacy-preserving training method 
based on encryption scheme, MORE, allows for the 
direct use of floating point data in the calculations 
carried out by an FF-Alexnet CNN model. Lastly, 
the FF-Alexnet CNN uses the DPSaab algorithm to 
maintain differential privacy. The process of the 
proposed methodology is shown in figure 1. 
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Figure 1. Proposed Methodology 

3.1. Problem Formulation: MNIST 

 Classification is a common topic 
explored in the NNs context. The challenge of 
image classification is highly particularly 
related to data displayed in images. MNIST [26] 
database comprises Graphics of handwritten 
numerals are often utilized as the starting point 
for images classifier systems. digit recognition 
problem was chosen for the first experiment to 
address the issues of privacy-preserving 
calculations in NN systems with the goal of 
giving important insights into the proposed 
technique's advantages and weaknesses in a 
real-world setting. Deep CNN models, on the 
other hand, have been proven to outperform 
other kinds of classification models on MNIST, 
resulting in the lowest reported test error. 
Furthermore, the error rate increased whenever 
matching shallow networks were used, 
underlining the necessity in depth modelling. 
Estimating the probability that a picture belongs 
to one of 10 groups is how the problem of digit 
recognition is put out (0–9 digits). Target labels 
are thus often represented as one-hot vectors 

with the values 1 for associated class and 0 for 
remainder. A NN system that has been trained 
to minimize the cross-entropy error between 
predicted (y I and expected (y) probability 
distributions may be used to solve this case of a 
multiclass classification problem (C = 10) 
which is defined in the following equation 1. 

𝐶𝐸(𝑦, 𝑦) = − ∑ 𝑦log (𝑦)ୀଵ
ୀଵ                  (1) 

(1) Dataset 

 MNIST collection contains 70,000 
gray-scale images with a relative small size of 
28 28 pixels, every image tagged with digit 
which shows in Figure 2. In the images, the 
digits are size-normalized and centred. MNIST 
samples were divided into 3 databases, yielding 
50,000 instances for training NN classification 
model, 10,000 for verifying trained model, 
10,000 for evaluating performance of the 
classification method. To prevent class 
imbalance difficulties that frequently occur in 
classification, the training data were evenly 
distributed among the 10 classes.  
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Figure 2: Mnist Database Sample Images [26] 

 Pixel values in MNIST images vary 
from 0 to 255. Pixel values are scaled between 
[0, 1] depending on the least and highest pixel 
intensity to facilitate training convergence. 
MNIST labels, which were expressed by 
numerical values ranging [0-9], are encoded to 
categorical data as one-hot vectors for neural 
network training. As a result, every digit was 
indicated by the vector with a length equivalent 
to total classes and a value of 1 for digit position 
in vector, with all other values set to 0. 

3.2. Min-Max based Data Normalization   

 Min-Max normalization, z-score 
normalization, and decimal scaling 
normalization of data are examples of data 
normalization [27]. By applying a linear 
adjustment to the initial data, min-max 
normalization transforms it. Consider that the 
lowest and maximum values for attribute A are 
mina and maxa. Equation shows how to 
compute the min-max normalization, which 
converts a value of A, v, to v' in the range (2). 
Range transformation was chosen as the 
technique to adjust the normalizing result to the 
appropriate scale. The formula for range 
transformation used for normalizing is shown in 
equation (2): 

𝑣ᇱ = ቀ
(௩ିೌ)

(௫ೌି ೌ)
ቁ ∗ ൫(𝑛𝑒𝑤 − 𝑚𝑎𝑥) −

(𝑛𝑒𝑤 − 𝑚𝑖𝑛)൯ + 𝑛𝑒𝑤 − 𝑛                      (2) 

 In an effort to give each attribute the 
same weight, data is normalized. For 
categorization methods using neural networks 
or measures of distance, such as nearest-
neighbor identification, normalizing is very 
beneficial. 

3.3. Matrix-Based Data Randomization 

 More than one version of MORE 
encryption technique is explored and developed 
to work directly on floating-point data. A n n 
cipher text matrix is used to encrypt a plaintext 
scalar using the MORE encryption technique 
[28], Calculations on encrypted text may be 
made possible by the application of matrix 
algebra. As a consequence of this, each and 
every action performed on cipher text data is 
characterized as a matrix operation. For 
instance, the multiplication of plaintext scalars 
is referred to as the matrix multiplication of 
cipher text matrices. Sequence of matrices 
employed to encrypt a message is an essential 
aspect in determining the security-to-efficiency 
trade-off. The MORE cryptosystem is presented 
in Table 1 for a 2 × 2 configuration. 

 MORE method allows to do algebraic 
operations on cipher text matrices, that is., 
provided two encrypted matrices C1 =SM1S− 1 
and C2 =SM2S− 1, for addition. 

𝐶ଵ + 𝐶ଶ = 𝑆𝑀ଵ𝑆ିଵ + 𝑆𝑀ଶ𝑆ିଵ = 𝑆(𝑀ଵ +
𝑀ଶ)𝑆ିଵ             (3) 

which is the encryption of 𝑀ଵ + 𝑀ଶ, and for 
multiplication 

𝐶ଵ𝐶ଶ = 𝑆𝑀ଵ𝑆ିଵ𝑆𝑀ଶ𝑆ିଵ = 𝑆𝑀ଵ𝑀ଶ𝑆ିଵ            
(4) 

Subtraction and division, and also plaintext 
scalar operations, have the same characteristic, 
making the system completely homomorphic 
for algebraic process. 

Table 1: More Encryption Scheme For Rational Numbers. 

Message Scalar value m∈ ℝ 
Secret key generation Invertible matrix 𝑺 ∈ ℝ𝟐∗𝟐 
Matrix construction 𝑀 = ൫     

      
൯, where r∈ ℝ is a random parameter 
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Encryption operation Encryption(𝑚) = 𝐶 = 𝑆𝑀𝑆ିଵ 
Decryption operation Decryption(𝐶) = 𝐾 = (𝑆ିଵ𝐶𝑆) 

Message recovery 𝑚 = 𝐾(ଵ,ଵ) 

 

 Encryption of Rational Numbers  

 Actual MORE method, the same as any 
FHE or PHE technique, is restricted to positive 
integer values modulo N, and all operations are 
carried out modulo N. This restriction applies to 
the full set of operations. In order for these 
systems to be able to function properly with 
rational numbers, an encoding method is used 
to a substantial extent. The end result of this 
process is that a real number is converted into 
an integer, the technique is then employed to 
homomorphically encrypt encoded numbers. 
The use of continued fractions is a common way 
to formulate the encoding. Even fundamental 
processes on numbers stated in this form are 
hard to execute, despite the fact that an accurate 
representation may be achieved. However, by 
multiplying rational integers with high scaling 
parameters, a simpler encoding may be inserted. 
Though much more permissive, it necessitates a 
scaling factor management method, that is 
problematic to implement some processes, such 
as division, when this factor is decreased. 
Furthermore, by expanding the methods to 
work on rational numbers, noise is often 
introduced into the cryptosystem. As a result, a 
noise-control technique must be implemented 
to keep the noise level to a minimum. Despite 
the fact that dealing with rational numbers 
seems to be a straightforward undertaking, there 
is not yet a solution that will allow them to be 
employed in higher education. The fact that the 
MORE encryption technique may be easily 
defined for rational numbers is one of its 
primary advantages. 

 Performing Operations over 
Encrypted Data 
 

 With regard to basic algebraic 
operations, the MORE encryption method has 
been proven to be completely homomorphic. 
Nonlinear functions must be handled in real-
world applications, with DL-based techniques. 
The majority of regular nonlinear process 

techniques are relied on notion the process, 
utilizing a finite polynomial series, of 
approximate the value that was provided. 
Nonlinear function calculation is based purely 
on algebraic operations in this technique, which 
is perfectly compatible with the MORE 
encryption setup. Nevertheless, a more practical 
method is feasible within the MORE 
cryptosystem. Provided the characteristic that 
govern encryption systems, as well as the fact 
that matrix algebra is required for cipher text-
based procedures, nonlinear functions can be 
calculated in one of two ways: either (1) directly 
as matrix functions, or (2) through matrix deco, 
in which a message m that has been encrypted 
can always be found among the eigenvalues of 
the cipher text matrix C. Consider, in a 2 × 2 
configuration, one of eigenvalues related to 
arbitrary value r used while matrix 
construction, whereas other relates to message 
m. A random number r is often chosen to be 
statistically indistinguishable from the message 
in order to ensure that it can only be decrypted 
properly and decoded using a secret key to 
identify the message. It is possible to use a 
function f on C cipher text data consequently 
equal to using f position. Whilst initial approach 
is straightforward, next method is formed on the 
property as said by directly on C eigenvalues. 
Hence, matrix decomposition VLV− 1 is first 
utilised to break down the encrypted text matrix 
C into its eigenvalues L and eigenvectors V. 
Because of this, each eigenvalue of the 
nonlinear function that has to be evaluated has 
value on its own. Finally, the encrypted text 
matrix that has been created is reshaped as 
Cf=Vf(L)V− 1 using the aid of the original 
eigenvectors and the function f's evaluated 
Eigen values. This approach is used to compare 
plain scalar s and cipher text matrix C, as 
opposed to direct matrix function dependent on 
computations. Any of these two methods may 
enable nonlinear binary operations between two 
cipher text pieces of data. However, in DL, such 
a procedure is entirely disregarded. The 
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implementation of the sigmoid function under 
the MORE encryption technique is shown in 
Algorithm 1. 

Algorithm 1. Sigmoid Function Under MORE Encryption Method Implementation. 

 

  

 

 

 

 

 

  

 Starting with these techniques, 
Algorithm 1 demonstrates how the two 
proposed approaches may be used to construct 
the function f(x) = (1/(1 + e− x)) specified on x 
∈ R, under MORE conditions, provided any 
ciphertext C ∈ R2×2. The logistic sigmoid 
function is a nonlinear function that is usually 
employed in neural networks, as will be 
discussed in the following sections.  

3.4. Privacy Feed Forward-Designed Alexnet 
Convolutional Neural Network (FF-ACNN) 

  To maintain differentially security in FF-
ACNN, the authors of this paper present a 
differentially privacy subspace approximations that 
uses an adjusted bias approach. This technique is 
given the name DPSaab. The concept of 
contributions may, broadly speaking, be broken 
down into two primary categories. First, the DPSaab 
algorithm was designed so that differentiated 
privacy could be maintained in FF-ACNN. Second, 
it was shown that the DPSaab method meets the 
notion of different datasets, and tests were carried 
out using the benchmark dataset MNIST in order to 
validate the efficacy of the suggested approach.
  

3.4.1. Differential Privacy 

 In recent years, differential privacy has 
emerged as a popular and frequently utilized method 
for providing stringent levels of privacy protection 

in the context of machine learning and deep learning. 
The following is a list of some fundamental 
definitions: 

 Definition 1 (∈
−Differential Privacy [29]). Given the presence of 
two nearby datasets D and D', They were dissimilar 
in just one tuple across the whole set. Regarding the 
method M, whose value range is represented by 
Range (M). In the event that algorithm M generates 
arbitrary outcomes R (R ∈ Range(M)) on datasets D 
and D' satisfied: 

𝑃[𝑀(𝐷) = 𝑅] ≤ 𝑒∈𝑃[𝑀(𝐷ᇱ) = 𝑅]       (5) 

 If this condition is met, we may say that the 
method M fulfils ∈ differential privacy, where ∈
 denotes the number of privacy resources. It 
regulates the quantity of noise that is introduced into 
M, and the greater the ratio of noise to privacy 
resources, the more effective the algorithm M is at 
protecting users' personal information. 

 Definition 2. Given a query function f : D 
→ 𝑅ௗ on any neighbouring databases that start with 
D and D', When it comes to sensitivities, the variable 
f is as follows: 

𝐺𝑆 = ௫
,ᇱ

‖𝑓(𝐷) − 𝑓(𝐷ᇱ)‖                         (6) 

 where ‖. ‖denotes L1 or L2 norm. The term 
"sensitivity" describes the largest possible 
modification to the outcomes of a query that 
involves just one record. 

Input: Ciphertext C ∈ R2×2 

Output:Ciphertext R ∈ R2×2 
(1) function Sigmoid(C) \\ Utilizing direct matrix process 
(2) R←I2 × (I2 + MatrixExp(− C))− 1 \\I2 indicates identity matrix 
(3) return R 
(4) end function 
(5) function Sigmoid(C) \\ Utilizing eigen decomposition 
(6) L,V⟵Eigen Decomposition(− C) 
(7) Lf⟵Diag(Exp(L)) 
(8) Cexp⟵V× Lf× V− 1 
(9) R⟵I2 × (I2 + Cexp)− 1 
(10) return R 
(11) End 
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 The major Laplace and exponentially 
mechanisms used in the algorithm M 
implementation of differential privacy security are 
within the practical issues. Laplace mechanism and 
L1 norm sensitivity will be used in this study. 

 Definition 3: Using query method with 
provided database D f : D →𝑅ௗ and its sensitivity 

𝐺𝑆 . The random noise is added 𝑌 ∼  𝐿𝑎𝑝(
ீௌ

∈
) to 

the query function f (D), the random algorithm M(D) 
= f (D) + Y provides ∈-differential privacy 
protection. 

 The target item must often be protected in 
real-world circumstances by combining many 
privacy security strategies. Sequencing composing 
and simultaneous composing are the two primary 
subtypes of the differentiated security combining 
techniques now in use. To provide differentiated 
security protections in this work, take advantage of 
sequence composition's characteristics. 

3.4.2. Feedforward-designed alexnet 
convolutional neural network (FF-ACNN) 

 Backpropagation (BP) and optimization 
methods are not needed for the model's parameter 
training (SGD). The preceding layer's statistical data 
forms the foundation of the whole network, and the 
next layer's parameters are collected in a single pass. 
The FF-ACNN training technique is more useful 
than the BP training method because the network 
complexity under the FF design is lower than the BP 
algorithm.  

 With FF-ACNN, the model is trained in a 
single epoch using a data-centric strategy, as 
opposed to BP-ACNN, which takes many epochs to 
achieve model convergence. Be aware that FF-
ACNN is made up of two cascaded models, as 
illustrated in Fig. 3: 

 1) Building convolutional and mixing 
layers using subdomain modelling is covered in 
Module 1.  

 2) The Module2 of least squared regression 
involves creating completely linked layers (LSR). 
The multistage Saab transform is used to create the 
convolutional layer.  



Journal of Theoretical and Applied Information Technology 
15th February 2023. Vol.101. No 3 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1047 

 

 

Filter + 
laplace noise 

Input data 

K-stage Saab 

convolution and pooling 

Multiple LSR Object class 

Module 
1 

Module 
2 



Journal of Theoretical and Applied Information Technology 
15th February 2023. Vol.101. No 3 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1048 

 

Fig. 3. The FF-ACNN is shown in an example. 
Alexnet's convolutional layer is built using the blue 

block, the fully connected layer is built using the 
purple block, and the DPsaab technique is built 

using the red block. 

 It can determine the parameters of the 
convolutional layer and to solve the model's symbol 
ambiguity issue, delete symbols. the FF-input 
ACNN's is X = (x0, x1, . . . , xN−1)T the one-stage 
Saab transformation of dimension N may be 
obtained as follows. 

𝑦 = ∑ 𝜔,𝑥 + 𝑏 = 𝜔
்𝑋ேିଵ

ୀ + 𝑏 ,               𝑘 =

0,1, … … . , 𝐾 − 1        (7) 

 where k is the order in which the filters are 
applied, ωk is filters and bk is a phrase used to 
describe prejudice kth Saab filter. When k = 0, the DC 
filter's calculating technique is 

𝜔 =
ଵ

√ே
(1, … .1)்                              (8) 

 where N is the number of different traits. 
Projecting the input feature X onto the DC filter, 
whose calculation is as follows, will give you the DC 
element XDC = √1 N N n=0 Xn. We are able to get 
this result as a result of the orthogonal connection 
that exists among the DC element and the AC 
element XAC = X − XDC. To get AC filters ωk (k = 
0, · · · , K−1), In order to deconstruct the AC 
components, the PCA technique is utilized, and then 
the first (K - 1) eigenvectors are chosen to serve as 
AC filters. When everything is said and done, the 
ultimate one-stage Saab transform filters are 
produced by merging the DC filter with the AC 
filters. During this time, we can establish the bias 
rule. vector bk ≥ maxx |x| (k = 0, . . . , K−1) for the 
purpose of substituting non-linear activating types 
like as Relu, Sigmod, Tanh, etc. The networks very 
challenging to analyze because to the fact that they. 

 Multiple rectified linear LSR are cascaded 
to create the fully-connected layer in module 2. 
Assumed to be Kin and Kout for an FC layer's input 
and output parameters, accordingly. To get the 
parameters of the FC layer, it is necessary to first 
create an equation system to reverse-solve the 
variables of the FC layer using the K-means 
technique to cluster input features of dimensions Kin 
into Kout groups. 

 

 

3.4.3. Privacy risks of FF-ACNN 

 In FF-ACNN, the recurrent layer's settings 
are set using the Saab transform, as is well known. 
Figure 1: The input picture for the FF-ACNN is a 
dimension (Cin, Hin,Win) produces a dimension-
based result (Cout−1, Hout−1,Wout−1) after the one-
stage Saab conversion. A set of linear equations may 
then be used to represent the modification of the 
convolutional. 

∑ 𝜔ଵ⨀൫𝐶, 𝐻,𝑊൯ = (1, 𝐻௨௧ିଵ, 𝑊௨௧ିଵ)                             
(9) 

∑ 𝜔ೠ
⨀൫𝐶 , 𝐻,𝑊൯ =

( 𝐶௨௧ିଵ, 𝐻௨௧ିଵ, 𝑊௨௧ିଵ)                                (10) 

 where ω is element-wised components and 
is the variables of the convolutional level. If and only 
if output dimension is considered from the 
standpoint of linear 
algebra, ( 𝐶௨௧ିଵ, 𝐻௨௧ିଵ, 𝑊௨௧ିଵ) is larger than the 
dimensions that were supplied (𝐶, 𝐻,𝑊), the 
Eq. (5) has a special solution. Use the MNIST 
grayscale database as an instance. The picture input 
size for FF-ACNN is (32, 32, 1), the first 
convolution layer's number is 6, the size is (5, 5), and 
the stride is 1. The result reaction with the 
dimensions (28,28,6) is produced after the convent 
in the one-stage Saab transformation. Make sure the 
input image's size is less than the output response's 
size. Consequently, in the event that the adversary is 
successful in destroying the Saab transformation, the 
variable as well as the output reaction of the 
convolution layer may be controlled, and the 
incoming picture may be manipulated ൫𝐶, 𝐻,𝑊൯ 
would be made public. 

 The MNIST database and the Fashion-
MNIST database were each placed via a two-stage 
Saab transition so that confidentiality dangers could 
be verified. Following this, the output reaction that 
was produced because once the transition was used, 
along with the variables that were ascertained by the 
two-stage Saab transition, to resemble the previous 
input data through the linear equation domain that 
was described earlier.  

3.4.4. DPSaab Algorithm 

 The DPSaab approach is shown by the 
block in red in Fig. 1. And make sure that the final 
model parameters are in agreement with the concept 
of distinct datasets before you add the Laplace noise 
to the filter in the one-stage Saab transformation. In 
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principle, you could preserve the trained information 
by adding the same magnitude of Laplace noise to 
filter in order to do so, but doing so would have an 
impact on the usefulness of the model. As a result, 
several components of the one-stage Saab 
transformation provide distinctive contributions to 
the final response output. The DPSaab method, 
which allocates privacy resources to filters based on 
a ratio of eigenvalues, is going to be proposed in this 
paper. When it comes to filters with higher 
eigenvalues, more privacy resources are allotted. 
This results in a reduction in the amount of noise that 
is produced, and vice versa.  

 Step 1: First calculate the filter  𝜔 =
ଵ

√ே
(1,· · · , 1)். Taking Into Account the Description 

2, set ∆𝜔 = 𝜔 and privacy resources is ∈ଵ. The 
filter 𝜔 a perturbation is introduced in the one-stage 
Saab transform. 

𝜔ഥ = 𝜔 + 𝐿𝑎𝑝 ቀ
∆ఠబ

∈భ
ቁ                (11) 

 where 𝜔is the perturbed filter. 

 Step 2: dividing the database D into 
separate halves to get XAC, After that, to get the 
filtering 𝜔 and Eigen values 𝜆  (𝑘 =  1,· · · , 𝐾 −
 1). 

 Step 3: The worldwide sensitivities levels 
of the filtering are defined in Specification 2 as 
𝜔  (𝑘 =  1,· · · , 𝐾 −  1) is determined as 

Δ𝜔 = Δ𝜔1, Δ𝜔2, … … . , Δ𝜔ିଵ                          (12) 

= max{𝜔}ఢ[ଵ,ିଵ] − min {𝜔}ఢ[ଵ,ିଵ]                              
(13) 

 the filters were then given a dose of Laplace 
noise 𝜔  (𝑘 =  1,· · · , 𝐾 −  1). The filters' related 
eigenvectors are ranked from greatest to lowest in 
accordance with the underlying mathematical 

theory, i.e., 𝜆ଵ > 𝜆ଶ > ⋯ 𝜆ିଵ. The significance of 
the related eigenvalue increases with increasing 
eigenvectors. Consequently, provide a method for 
allocating private assets that takes the ratio of 
eigenvector into account 𝛼. The k-th convolutional 
processor's calculating method for its security assets 
𝜔 is 

𝛼 =
ఒೖ

∑ ఒೖ
಼షభ
ೖసభ

 𝑠. 𝑡. 𝜖 = 𝛼 ∗ 𝜖ଶ                                    

(14) 

 Every filtering, as per specification 3, 
𝜔  (𝑘 =  1,· · · , 𝐾 −  1) As a result of the Saab 
conversion's single phase, 

𝜔ഥ = 𝜔 + 𝑙𝑎𝑝 ቀ
∆ఠ

∈ೖ
ቁ , 𝑘 = 1, … … . 𝐾 − 1                       

(15) 

 where 𝜔 is the distorted filtering. 

 Step 4: Combine the criteria finally 𝜔 and 
𝜔 One-stage transformation filtering are needed 
that receive this differentiated confidentiality. 

⋃ 𝜔ഥ
ିଵ
ୀ = ⋃ 𝜔ഥ

ିଵ
ୀ ⋃ 𝜔ഥ                                      

(16) 

 With respect to classifier, confidentiality 
security, and small-sample training, the DPSaab 
method is quite useful. 

4. Results and Discussion 

 The relative correctness of the 
categorization methods, or the proportion of 
properly labelled digit pictures, serves as the 
standard statistic utilized to evaluate a classifier's 
effectiveness on the MNIST database. This was to be 
anticipated since the classifiers selected to evaluate 
the accuracy of the calculations used to preserve 
confidentiality in a standard HE issue rather than to 
resolve the challenge of digits’ identification. 

  
Table 2. Security Strength 

File size (bits) MPC HE 
 

MORE-DL 
 

FF-ACNN 

100 82.76 85.43 89.12 91.67 
200 84.72 87.28 90.68 93.15 
300 86.09 88.15 92.56 94.79 
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Figure .4. Performance Evaluation Of The Suggested FF-Security ACNN's Strength In Comparison To 
Current Techniques 

 The figure 4. illustrate the performance 
comparison of security strength between the 
proposed and existing methods. In accordance with 
the ratio of the associated eigenvector, the DPSaab 
method adds Laplace noise to the one-stage 
transform's filtering. Inversely, filtering having 
lower distortion were applied to those having higher 
eigenvector. By introducing a filter with the identical 

amount of Laplace distortion as that produced with 
the one-stage Saab translation, the DPSaab 
algorithm safeguards the confidentiality of modeling 
results. Based on the findings, it can be concluded 
that the suggested DPSaab method offers the highest 
level of safety for the MNIST database 
categorization issue. 

Table 3. Detection Accuracy 

File size (bits) MPC HE 
 

MORE-DL 
 

FF-ACNN 

100 82.55 85.29 87.15 89.64 
200 84.76 87.43 89.76 91.53 
300 91.87 93.57 94.34 95.06 

 

 
Figure .5. Performance Comparison Of Detection Accuracy Between The Proposed FF-ACNN And Existing Methods



Journal of Theoretical and Applied Information Technology 
15th February 2023. Vol.101. No 3 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1051 

 

Figure 5 compares the effectiveness of the suggested 
and current approaches in terms of detecting 
efficiency. The first layer of the convolutional kernel 
in the MNIST grayscale database has a layer count 
of 6, a size of (5, 5), a stride of 1, and an images input 
size of (32, 32, 1). The result reaction with the 
dimensions (28,28,6) is obtained after the 
combination procedure has been completed in the 

one-stage Saab transformation. The dimensions of 
the answer that is produced has a higher value than 
the dimensions of the picture that is being used as 
input. As a consequence of the findings, it has been 
shown beyond a reasonable doubt that the suggested 
approach offers a higher level of reliability rate than 
the methods currently in use.  

 

Table 4. Run Time 

File size (bits) MPC HE 
 

MORE-DL 
 

FF-ACNN 

100 0.68 0.61 0.57 0.53 

200 0.77 0.72 0.69 0.65 

300 0.85 0.80 0.76 0.71 

 

 

Figure .6. Runtime Comparison Between The Proposed FF-ACNN And Existing Methods 

 A comprehensive analysis of how long it 
takes every of these methods to complete is shown 
in the figure. 6. In order to check for potential data 
protection risks, we first placed the MNIST and 
Fashion-MNIST databases each via a two-stage 
Saab conversion, and after which we utilize the 
result that is produced after the transition in 
conjunction with the variables that are ascertained by 
the two-stage Saab transition in order to estimate the 
initial input data using the linear equation 
component described earlier. 

5. CONCLUSION 

 The training data in FF-ACNN were 
suggested to be protected by a DPSaab as part of this 
research endeavour. The Min-Max normalization 
technique is used to begin the process of data 
normalization here. The privacy leakage issue 
caused by the Saab transform in FF-CNN should 
then be analysed and verified. The DPSaab method, 
which allocates privacy resources to filters based on 
the ratio of eigenvalues which is proposed in this 
paper. When it comes to filters that have greater 
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eigenvectors, a higher portion of the private 
resources is allotted. This results in lower noise 
being supplied, and the opposite is true when it 
comes to filtering with smaller eigenvector. Utilize 
the proportion of eigenvector as a means of 
allocating the private assets in accordance with the 
contributions of the filter to the outcome reply of the 
Saab transform. Verify that the DPSaab algorithm 
has excellent value from a variety of perspectives, 
including its capacity to preserve users' 
confidentiality, its categorization correctness, and its 
couple training capability. In FF - CNN's Alexnet, 
distinguished anonymity is maintained via the 
DPSaab technique. The DPSaab method, which 
shows the concept of differentiated secrecy, is used 
to test the effectiveness of the proposed strategy on 
the MINST identifying database. To improve the 
effectiveness of the proposed methodology, other 
optimisation techniques can be used in the future. 
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