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ABSTRACT 
 

Image description is an important task in image processing. Current image description techniques are based 
on grayscale and color image. In this paper, we propose an efficient approach for a QR code image 
description that combines a decimal coding technique with a gray-level co-occurrence matrix (GLCM) and 
a local binary pattern (LBP). This approach involves extracting the characteristics of the initial image by 
transforming the binary representation into a decimal value, i.e., by encoding each row of the image as a 
decimal value. All the values calculated from the image are regrouped into a matrix, which is used to 
extract a gray-level co-occurrence matrix and local binary pattern. The proposed method has been 
implemented using QR code dataset. Experiments show that the proposed approach effectively describes 
the QR code images and gives the best results in terms of GLCM properties, the histogram of the LBP, and 
the execution time.  

Keywords: Texture Analysis, Image Description, Decimal Coding, Gray-Level Co-occurrence Matrix, 
Local Binary Pattern  

 
1. INTRODUCTION  
 

 The texture of an image is considered an 
important feature in the field of image processing 
and is widely used in a variety of applications, such 
as facial recognition [1], document image analysis 
[2], biomedical applications, and remote sensing 
[3]. The purpose of texture analysis is to extract the 
characteristics of the image and to express them in 
the form of a feature vector. Texture analysis 
methods are used to quantify the different textures 
present in an image [4]. These analysis techniques 
have better discriminative power than the eye-brain 
set, which is less able to process complex texture 
variations. Several methods of texture analysis 
exist, and they can be classified into two main 
categories: structural methods and statistical 
methods. In structural methods, the texture analysis 
is based on the description of the primitives and on 
the formalization of the spatial relationship between 
these primitives. The statistical methods study the 
relationship between a pixel and its neighborhood. 
They are generally used to characterize fine 
structures with no apparent regularity. Based on the 
number of pixels, the statistical methods can be 
divided into first-order statistics, second-order 
statistics, and higher-order statistics [5]. The first-
order statistical methods are based on first-order 

histograms [6]. Such histograms indicate the 
frequency of appearance of a gray level in a 
considered neighborhood. Several statistical 
parameters of different degrees can be extracted 
from these histograms. Among the statistics 
frequently used to describe a texture are the mean, 
variance, and entropy [7]. The limitation of first-
order statistics is that the parameters calculated take 
into account only the histogram of the image. 
However, two different images with different 
textures can have the same histogram. It is thus 
essential to integrate information concerning the 
locations of pixels: one should not utilize only the 
number of gray levels in the image. To do this, one 
must move on to a texture analysis method using 
second- and higher-order statistics. These methods 
include the gray-level co-occurrence matrix 
(GLCM), [8] local binary pattern (LBP) [9], auto-
correlation function [10], etc. The GLCM and LBP 
methods are feature extraction techniques 
commonly used for texture analysis, especially in 
the automatic recognition of code. 

The recognition of quick response (QR) codes is 
considered one of the most challenging research 
areas in the field of computer vision [11].  Created 
by the Japanese company Denso Wave in 1994, a 
QR code is a type of two-dimensional barcode (or 
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matrix code) consisting of black modules arranged 
in a square with a white background. Each module 
represents either 1 or 0. The arrangement of these 
modules defines the information contained in the 
QR code. Intended to automate the acquisition of 
generally digital information, the QR code has been 
applied in a variety of fields, including medicine 
[12], education [13], industry [14], etc. An example 
of a QR code is shown in Figure 1.  

The task of characterizing the texture of large 
QR codes poses a significant challenge such as size 
and nature of image [8, 9], and calls for innovative 
techniques. Current methods for extracting features 
from images, such as Local Binary Patterns (LBP) 
and Gray-level Co-occurrence Matrix (GLCM), 
primarily rely on gray-scale images. This research 
proposes a new method for feature descriptor of 
binary images. The method involves utilizing 
decimal coding technique to calculate the GLCM 
and LBP of the binary image, and subsequently 
utilizing the properties of both GLCM and LBP to 
describe the texture. 

The remainder of the paper is organized as 
follows. An overview of some previous work in the 
literature is presented in section 2. The 
Methodology, which includes the proposed scheme, 
is explained in section 3. Section 4 provides a 
discussion of the results obtained, and section 5 
concludes the paper. 
 

 
            Figure 1: An Example of QR Code Image 

       
2. RELATED WORK 

Several approaches have been proposed in the 
literature to describe and detect QR code images. 
[15] proposed a scheme based on a local binary 
pattern and a contour image for QR code detection. 
The scheme is divided into three phases: image 
preprocessing, QR code rough detection, and QR 
code precise detection. The image processing phase 
consists of converting the input image into a gray 
image; then, the median filter is used for image 
noising and the adaptive Bernsen method is applied 
for image binarization. In the QR code rough 
detection, the local binary pattern is combined with 

contour approximation for detection results. For the 
QR code precise detection phase, the Finder Pattern 
special pixel ratio is used. Experiments show that 
the system has a recall rate of 83% and a precision 
rate of 93%. [16] presented a novel approach for the 
fast detection of QR codes based on run-length 
coding. The connected component values are 
connected to locate the minimum region containing 
the position detection pattern (PDP) in the QR code; 
then, the run-length coding is applied to calculate 
the central coordinate of the PDP in the QR code. 
The results show that the proposed approach is 
efficient in terms of the running time of locating 
QR codes. [17] Evaluated different deep learning 
techniques and adopted an architecture based on a 
single-shot object detector algorithm. This 
architecture facilitates detection through the 
annotation of object subparts. The proposed 
technique was applied to both QR codes and Finder 
Patterns.  [18] Proposed an algorithm for precisely 
locating 2D QR codes in arbitrary images with 
varying illumination conditions. This algorithm 
performs image binarization and then QR code 
localization using the characteristics of Finder 
Patterns and finally identifies perspective distortion. 
The proposed method was tested using 595 QR 
code samples and was shown to have a high 
detection rate. [19] Presented a framework for 
recognizing QR codes in complex background 
images. The proposed method uses the 
convolutional neural network (CNN) architecture 
and a spatial pyramid to detect partial barcode 
patches. The system was evaluated with 125 QR 
codes and achieved an accuracy rate of 95.2%. [20] 
Developed an approach that optimizes QR code 
detection from different angles. The preprocessing 
of the images, a CNN architecture, and QR code 
detection are the principal blocks of the proposed 
system. Experiments show that the proposed 
method has an accuracy rate of 90%. The results 
demonstrated that the system has a high potential to 
detect QR codes from the wider Euler angle. [21] 
proposed a new method for the binarization and 
recognition of QR codes. The Otsu method is 
combined with the Bernsen method and the various 
thresholds are selected for the binarization of the 
image. The proposed technique was evaluated with 
100 images of 680 480 pixels. The results show 
that the proposed method achieves an accuracy of 
96% on the recognition of QR code images. 

3. METHODOLOGY 

In this work, two texture features extractors, 
namely the GLCM and LBP methods have been 
implemented separately and combined with the 
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proposed technique to describe black and white 
images. 

3.1 Gray Level Co-occurrence Matrix 

Introduced by Haralick [22], the gray-level co-
occurrence matrix (GLCM) is considered an 
effective method that is widely used for image 
texture analysis. It represents the relative- position 
spatial information between different pixel pairs; in 
other words, the GLCM reflects the spatial 
distribution of various gray levels in the texture 
image [23]. The calculation of a gray-level co-
occurrence matrix consists of locating in an image 
the number of occurrences of pairs of gray levels 
separated by a distance d   in a direction defined by 
a displacement vector ,dx dy   [22]. The calculation 

of the GLCM for an image I with dimensions 
N N  is formalized as follows: 

1 1

1, ( , )   and  ( , m+dy) = j         
( , )

0, otherwise

N N

n m

if mn k I n dx
Pk j

 

 



(1) 

 
Where N   is the number of gray levels; k   and 

j are the gray levels of the reference pixel and the 

neighboring pixel, respectively; n  and 
m correspond to the coordinates of the pixels in 
image I. The distance between the pixel of interest 
and its neighbor is specified by the offset ( , )dx dy . 

From (1), we notice that the inputs near the 
diagonal of the matrix of co-occurrence will be 
higher the closer the grayscale values of the image 
are the travel distance in question. On the other 
hand, non-diagonal inputs will be higher for images 
in which the gray levels vary locally for the 
displacement under consideration. Similarly, the 
textural content will be expressed differently 
depending on the distance and orientation of the 
movement considered between pairs of sites. The 
GLCM is calculated for four different orientations  

0 0 0 0(0 ,45 ,90 ,135 )  for the same travel distance 

according to the recommendation by Haralick [22]. 
Figure 2 represents the spatial relationships 
between the pixel of interest and other pixels. 

 

Figure 2: Spatial Relationships Between the Pixel of 
Interest and Other Pixels 

The element of the gray co-matrix is equal to the 
number of pairs of pixels in the image, such that the 
one brightness is k  and its ‘neighbor at a distance 
of d and an angle   brightness j  . The GLCM 

dimension is determined by the number of gray 
levels in the image, for example, for an image with 
a color depth of 8 bits the matrix will have 256 
rows and 256 columns. Figure 3 illustrates an 
example of a GLCM calculation with 5gN  levels.  

 
Figure 3: GLCM Calculation with Level =5 

Fourteen original statistics features are proposed 
by Haralick to measure the feature texture using the 
co-occurrence matrix [23]. Out of Haralick’s 14 
features, the proposed method extracts the contrast, 
energy, homogeneity, and entropy, as they are the 
most frequently used features [24]. These four 
features are extracted from the GLCM; they are 
summarized as follows. 

  The contrast measures the gray level variation 
in GLCM matrix. It indicates the relation 
between the pixel and its neighbor by 
computing the intensity. 
 

1 1
2

0 0
 ( , ) ( )  ( , )          (2)

g gN N

d
i j

contrast d i j P i j
 

 
    

  The uniformity of the not zero in the GLCM is 
computed by Homogeneity. The Homogeneity 
value ranges from 0 to 1. 
 

1 1

2
0 0

1
 ( , )  ( , )      (3)

1 ( )

g gN N

d
i j

Hom d P i j
i j


 

 
  

   
  The energy expresses the regular character of 

the texture. It measures the disorder of an 
image. The Energy is expected to be high if the 
occurrence of repeated pixel pairs is high, given 
by:  
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1 1 2

0 0
 ( , )= ( , )   (4 )

g gN N

d
i j

E nergy d P i j
 
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  The correlation indicates the degree of linear 
linkage that exists between the different 
occurrences of the image. 
 

1 1

0 0

 ( , )
( , )       (5)

g gN N
d x y

i j x y

ij P i j
corre d




 

 
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  
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where x  and  y  designate the GLCM means 

based on the reference pixel ( , )P x y  and its 

neighbor pixel respectively. x  and y are given as 

 
1 1

,
0 0

. ( , )       ( 6 )
g gN N

x d
i j

i P i j
 
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0 0
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y d
i j

j P i j
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 x  and y   represent the standard deviations 

based on the reference pixel and its neighbor pixel, 
respectively; they are expressed as  
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2
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0 0
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3.2 Local Binary Pattern 

The local binary pattern (LBP) is an operator that 
describes a pixel’s environment by generating a bit 
code from the pixels binary derivatives [25, 26]. 
The operator is typically applied to images in gray 
scale and images with derived intensities. As 
illustrated in Figure 4, the LBP operator was 
defined on a 3 3  pixel block consisting of a center 
pixel with 8 neighbors; the center pixel value was 
taken as the threshold value. If the surrounding 
neighborhood pixel’s value is greater than or equal 
to the threshold value, the neighborhood pixel’s 
position is given a value of 1; otherwise, the 
neighborhood pixel’s position is given a value of 0. 

All of the obtained binary values are multiplied by 
the weights of the corresponding pixels positions 
and summed to calculate the LBP value. 

 

 

Figure 4: An Example of the Calculation of the LBP 
Operator 

 
The LBP operator is defined by the following 

equation: 

1

,
0

( , ) ( )2    (10 )
p

p
P R c c p c

p
L B P x y s i i




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 Where  is the neighborhood radius,  is the gray 
scale value of the center pixel, P represents the 
number of the neighborhood pixels around the 
center pixel ( , )c cx y , pi  denotes the first 

neighborhood grayscale values of a pixel point. The 
function  ( )S t  is defined as   

 
1 ,       t 0

( )                 ( 1 1 )
0 ,      t 0

s t


 
   

 
3.3 Proposed Model  

In this work, the proposed scheme comprised 
three major phases: the decimal coding phase, 
feature extraction phase, and result phase. The 
model phases can be summarized in Figure 5.   
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Figure 5: The Proposed Scheme 
  
3.3.1 Decimal Coding Phase                                  

The objective of this method is to calculate the 
gray-level co-occurrence matrix and local binary 
pattern for a binary image, where each pixel in the 
image is stored as a single bit –i.e., a 0 or 1. The 
technique is divided into three steps. The first step 
consists of reading the input image and dividing it 
into a set of blocks of  4 4   pixels. In the second 
step, for each block we encode each row using a 
decimal value; then, we get a matrix that represents 
all the values encoded by decimal coding with 
levels of gray. This method help us to convert the 
binary image to grayscal image and then use this 
last image to found the gray co-matrix and local 
binary for binary image. The process of decimal 
coding is illustrated in Figure 7. 

3.3.2 Feature Extraction Phase 

After dividing the initial image into blocks and 
encoding each row of the blocks using a decimal 
value, for feature extraction based on the GLCM 
and LBP, we calculate for each block of the binary 
image the co-occurrence matrix and the local binary 
pattern. 

3.3.3  Result Phase 

In this last phase, the histogram of the LBP of 
each image and the features of the GLCM are 
calculated and displayed.  For the GLCM we 

calculate the contrast, homogeneity, energy, and 
correlation. Figure 6 illustrate the block diagram of 
GLCM and histogram of LBP obtained in result 
phase. 

 

Figure 6: The Block Diagram of GLCM and LBP in 
Result Phase 
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Figure 7: The Process of Decimal Coding 

4. RESULTS AND DISCUSSION 

The present section discusses the results obtained 
after applying the proposed method. The 
experiments were carried out on the Anaconda 
platform with Python in a Windows 10 environment 
on an Intel i7 2.2 GHz processor with 12 GB of 
RAM. The NumPy, skimage, Matplotlib, and scikit-
learn libraries were used to implement the methods 
proposed in this work.  

In order to evaluate our approach, the simulation 
was conducted on binary images. The proposed 
technique was tested using a QR code database 
uploaded from Kaggle platform [27]. This database 
contains 10,000 images, and the size of the images 
varied from  290 290  pixels to 410 410   pixels. 
Each QR code image in the dataset has a four 
version of the QR code encoded by a random four- 
digit number. For example 1002 represent a QR 
code with four number digits and with four versions. 

4.1 Image Testing with Decimal Coding and  
GLCM  

For the purpose of testing the effectiveness of our 
method using the GLCM, we have tested the 
decimal coding technique with different images 
selected in the dataset. Figure 8 shows the results of 
the converting binary images of QR code into 
grayscale image by applying the decimal coding 

method for different images of QR codes.   

To analyze GLCM properties, four texture 
features were calculated for various angles for all 
patterns selected. Tables 1-4 display the values of 
four texture features, i.e., the contrast, homogeneity, 
energy, and entropy, calculated for different pairs of 
angles for 10 different images. From Table 1, it can 
be seen that the largest value of the contrast in 
direction 0 was 0.9568. In the same direction, the 
homogeneity was 0.8631, the energy was 0.7133, 
and the correlation was 0.9289. Table 2 shows that 
the largest value of the contrast in direction 45 was 
0.9654. In the same direction, the homogeneity was 
0.8983, the energy was 0.7562, and the correlation 
was 0.9222. Table 3 shows that the largest value of 
the contrast in direction 90 was 0.4922.  In the same 
direction, the homogeneity was 0.9211, the energy 
was 0.7567, and the correlation was 0.9931. Table 4 
shows that the largest values of the contrast, 
homogeneity, energy in direction 135 were 0.7021, 
0.8734, and 0.7068, respectively.  
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   Image 1 

 

 
Image 2 

 

 
Image 3 

 

 
Image 4 

 

 
Image 5 

    

 
 
Grayscale image 1 

 

 
 
Grayscale image 2 
 

    

 
 
Grayscale image 3 

    

 
 
Grayscale image 4 

  

 
 
Grayscale image 5 
 

 

Figure 8 :The Conversion of  the Binary Images into Grayscal Images 

Table 1: Four Textures Features for the Angle 00 .  

Images Contrast Homogeneity Energy Correlation 

Image 1 0.2675 0.7484 0.6174 0.8927 

Image 2 0.2974 0.7036 0.5154 0.9055 

Image 3 0.2430 0.5666 0.4197 0.8614 

Image 4 0.572 0.5489 0.4821 0.8346 

Image 5 0.7945 0.3642 0.4381 0.7335 

Image 6 0.9568 0.4764 0.3742 0.6678 

Image 7 0.3218 0.6628 0.6073 0.8453 

Image 8 0.9401 0.8188 0.6956 0.9289 

Image 9 0.1998 0.8631 0.6246 0.8209 

Image 10 0.2026 0.7570 0.7133 0.1758 

 

Table 2: Four Textures Features for the Angle 045 .  

Images Contrast Homogeneity Energy Correlation 

Image 1 0.2579 0.8317 0.6603 0.8968 

Image 2 0.3052 0.7873 0.5613 0.9031 

Image 3 0.2128 0.6069 0.4342 0.8789 

Image 4 0.5127 0.6487 0.5122 0.8324 

Image 5 0.8016 0.5002 0.4536 0.7302 

Image 6 0.9654 0.6040 0.4355 0.6653 

Image 7 0.3223 0.7753 0.6690 0.8455 

Image 8 0.1065 0.8762 0.7303 0.9222 

Image 9 0.2041 0.8983 0.6483 0.8176 

Image 10 0.2053 0.511 0.7562 0.1667 
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Table 3: Four Textures Features for the Angle 090 .  

Images Contrast Homogeneity Energy Correlation 

Image 1 0.3230 0.8527 0.6721 0.9868 

Image 2 0.2837 0.8390 0.5936 0.9909 

Image 3 0.2226 06474 0.4587 0.9867 

Image 4 0.3498 0.7285 0.5424 0.9887 

Image 5 0.4922 0.6068 0.4805 0.9839 

Image 6 0.3613 0.6223 0.4690 0.9873 

Image 7 0.1399 0.8294 0.7049 0.9931 

Image 8 0.1882 0.9067 0.7502 0.9859 

Image 9 0.1813 0.9211 0.6652 0.9834 

Image 10 0.2166 0.8494 0.7567 0.9100 

 

Table 4: Four Textures Features for the Angle 0135 .  

Images Contrast Homogeneity Energy Correlation 

Image 1 0.5604 0.7448 0.6147 0.7789 

Image 2 0.6456 0.7037 0.5155 0.7960 

Image 3 0.5342 0.5766 0.4296 0.7019 

Image 4 0.1110 0.5381 0.4920 0.6307 

Image 5 0.1675 0.3740 0.4410 0.4183 

Image 6 0.7021 0.6527 0.6071 0.6705 

Image 7 0.2090 0.8287 0.7068 0.8500 

Image 8 0.3850 0.8734 0.6346 0.6572 

Image 9 0.2676 0.7671 0.7123 0.7126 

Image 10 0.5604 0.7448 0.6147 0.7789 

 

4.2 Image Testing With Decimal Coding and 
LBP 

To assess the effect of the proposed technique 
using the LBP, we have tested this technique using 
the same dataset with different images. Figure 9 
shows the local binary patterns of different 
grayscale QR code images. After obtaining the 
grayscale image with decimal coding in our 
experiments, we calculated the histogram of each 
QR code image tested. Figures 10-14 shows the 
histogram of the LBP of grayscale images 1, 2, 3, 4, 
and 5, respectively. These selected images have 
different sizes. We can observe that high gray-level 

intensity is visible in Figures 11-13, when low gray-
level intensity is given in Figure 10 and Figure 14. 
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Image 1 

 
Image 2 

 
Image 3 

 
Image 4 

 
Image 5 

 

 
 
  Grayscale image 1 

 

 
 

Grayscale image 2 

 

 
 

Grayscale image 3 

 

 
 

Grayscale image 4 

 

 
 

Grayscale image 5 
 

 
LBP of grayscale 

image1 

 

 
LBP of grayscale 

image 2 

 

 
LBP of grayscale 

image 3 

 

 
LBP of grayscale 

image 4 

 

 
LBP of grayscale 

image1 
 

Figure 9: The Local Binary Pattern of Different Grayscale QR Code Images  

 
 

 
Figure 10: Histogram of LBP of Grayscale Image 1 

 

 

 

 
        Figure 11: Histogram of LBP of Grayscale Image 2 
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Figure 12: Histogram of LBP of Grayscale Image 3 

 
 

 
Figure 13: Histogram of LBP of Grayscale Image 4 

 

 
Figure 14: Histogram of LBP of Grayscale Image 5 

 
 

4.3 Comparison  

Table 5 shows the results of comparison of 
execution time between the decimal coding method 
using GLCM and the decimal coding method using 
LBP for different image sizes. Comparing the 
results below, it can be seen that the decimal coding 
method applied using GLCM gives the best 
execution time for different image sizes than if we 
applied the same method using LBP. 

 

Table 5: Execution Time Performance of Decimal 
Coding using Both GLCM and LBP 

Method Image size 
Execution 
time (s) 

Decimal 
coding + 
GLCM 

290 290  0.35 

330 330  0.41 

370 370  0.46 

410 410  0.51 

Decimal 
coding + 

LBP 

290 290  0.39 

330 330  0.43 

370 370  0.49 

410 410  0.54 

 
The advantage of our method is that can describe 

a binary image by converting into grayscale without 
losing the relevant information, and then found the 
GLCM and LBP of this binary image. Instead, we 
can develop our method to take in consideration the 
problem of rotation and noise for another work. 

 
5. CONCLUSION  

In this work, we have proposed an approach for 
describing QR code images. Our approach is based 
on using decimal coding to convert binary images 
into grayscale images, and then calculating the Gray 
Level Co-occurrence Matrix (GLCM) and Local 
Binary Patterns (LBP) features of the input image. 
The image is divided into a set of blocks of pixels, 
and each row of the image is encoded by a decimal 
value using the decimal coding method. After 
extracting the results, we calculated the GLCM 
features and the histogram of the LBP for each 
image. The method was tested using a QR code 
database from the Kaggle platform. The results 
obtained indicate that the proposed model performs 
well in terms of the GLCM features and gray-level 
intensity. Furthermore, the decimal coding with 
GLCM outperforms more than the same technique 
with LBP in term of execution time. 
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Improving the system so that it can classify QR 
code images with noise and rotated QR code images 

using a CNN architecture is the goal of our future 

research. 
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