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ABSTRACT

The volume of Arabic posts on many social networks has increased significantly, providing a rich source for analysis. As a result, Arabic Natural Language Processing intervenes to exploit this source and extract invisible but valuable insights. This paper presents a review of recent studies on techniques used in the Arabic Natural Language Processing field to come up with the faced challenges and the new trends. The articles selected for the review are primarily studies on Arabic Natural Language Processing techniques, as we collected and analysed a set of journal papers published in this field between 2018 and 2022. Based on the analysis, we extracted the various ANLP steps and investigated the techniques used in each step. The article also outlines the current trends in the several phases and steps of the Arabic Natural Language Processing process. As a result, it gives an insight into the current state of research.
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1. INTRODUCTION

Interaction via social media has increased among people all over the world, who see it as an important tool for sharing information about various topics and expressing opinions freely and openly. This interaction and exchange result in a massive amount of data that provides a wealth of information to understand user behaviour and trends more closely. Once thoroughly investigated, this massive amount of data can be used by decision-makers for a better understanding of a given situation, and thus to make the right decision. Without the right technology, it is nearly impossible to analyse and process this large amount of data. This is where Natural Language Processing (NLP) comes into play.

NLP is the subfield of Artificial Intelligence (AI) that focuses on the processing and understanding of human language by machines. NLP is a “theoretically motivated range of computational techniques for analysing and representing naturally occurring texts at one or more levels of linguistic analysis to achieve human-like language processing for a range of tasks or applications” (Liddy, 2001). With NLP technologies, it is now possible to build applications for various aims, such as sentiment analysis (SA), speech recognition, optical character recognition (OCR), information retrieval, machine translation, question answering, and text summarization, etc.

NLP has been applied to different languages, including Arabic. According to Statista (Statista, 2021), there are about 319 million Arabic native speakers in the whole world, making it the fifth most-spoken language globally behind Mandarin, Spanish, English, and Hindi. In addition, the Arabic language is ranked fourth among the most often used languages on the Internet (Statista, 2020), and it is one of the fastest-growing languages online. Another point to mention is the growing number of translation initiatives into Arabic in various fields of science and culture. With the large community of this language, researchers have been interested in producing customized techniques that are appropriate to the Arabic language, yielding to Arabic Natural Language Processing (ANLP).

ANLP consists of the development of methods and tools that enable the use and analysis of Arabic in both written and spoken contexts. This development requires additional efforts due to the various challenges related to the Arabic language, such as morphological richness, orthographic ambiguity, dialectal variations, orthographic noise,
and resource poverty. Thus, ANLP has attracted the attention of researchers, especially after the significant advances of NLP for other languages, mainly the English language, and has been the subject of many research papers. This work aims to investigate the challenges of natural language processing for Arabic (ANLP) and the latest techniques being used to overcome them, in order to keep up with the most recent technologies in this field.

The organisation of the remainder of this paper is as follows. Section 2 presents the general context and deals with the application of NLP techniques to non-Latin character languages such as Arabic, the challenges faced while performing ANLP, and the followed process. Section 3 presents the methodology followed during the research. Section 4 presents the results related to each step of the ANLP process. Finally, Section 5 discusses the results and some insights into future research directions.

2. GENERAL CONTEXT AND PROBLEM STATEMENT

2.1 NLP and non-Latin alphabet languages

When we mention NLP, we invoke the various existing languages, whether they are written using the Latin alphabet such as English, French, Spanish, etc. or non-Latin alphabets such as Arabic, Chinese, Urdu, Thai, etc. Various works have been carried out in NLP in these languages taking into consideration the characteristics of each.

In the case of the Indian language, and according to [1] and [2], it is noted that it is a morphologically rich and free order language, unlike English, which adds complexity to the processing of user-generated content, not to mention the variety of dialects that exist such as Bengali, Gujarati, Tamil, Malayalam, Telugu, and Bengali. Taking for example the Urdu dialect, [3] and [4] highlighted its specificity compared to other languages due to its morphological structure as it starts from right to left.

Moving on to the Chinese language. Compared to English, NLP in Chinese is more difficult, as its vocabulary and semantics are more complex. In addition, the semantics of Chinese texts are more context-dependent [5]. Compared to the normal delimiters of English, Chinese has neither formal delimiters nor a strict division method, and even sometimes the division method depends on the context.

As for the Thai language, [6] and [7] noted that the words are written without a word or sentence delimiters, and words are placed continuously without spaces in sentences. Another problem faced by the Thai language is that of word variants, the use of different words to express the same idea, polysemy, and the ability of words to express several ideas depending on the context, in addition to the lack of explicit word boundaries.

Arabic is also one of the non-Latin alphabet languages that require additional efforts due to the challenges associated with it, namely morphological richness, orthographic ambiguity, dialectal variations, and orthographic noise. Another challenge that is relevant to the mainstream of non-Latin languages, including Arabic, is the lack of resources for training and evaluating Machine Learning (ML) models. In this article, the focus will be on the Arabic language to detect the challenges related to ANLP and the studies done so far to resolve them.

2.2 Arabic language

The Arabic language has a unique history in that it has remained unchanged for more than sixteen centuries (before The Holy Quran in 609 CE). Arabic is a Semitic language with an inextricable link to Islam and Arabic culture, serving as the Quranic language for all Muslims (more than 1.62 billion people).
Moreover, it is the native language of more than 422 million speakers. In addition to the uniqueness of the historical and cultural background of the Arabic language, its nature and structure are different from other languages such as English. For example, this language is written from right to left. It comprises 12 million words, and 28 letters, including three vowels and diacritics (short vowel symbols inscribed atop regular letters). Diacritics may affect the semantics and syntax of a word [8]. There is no letter capitalization in Arabic, however, the shapes of Arabic letters change according to their positions in a word. Arabic is a structured language with an abundance of vocabulary, wherein morphology plays an important role. Furthermore, words are often constructed in a complex manner.

Figure 2: Arabic Alphabets

Moreover, there are three main Arabic varieties. The Classical Arabic (CA) or the language usually used in religious and literature contexts, is fully structured and vowelized. The Modern Standard Arabic (MSA), which is the official language used in education and formal communications across the different Arabic speaking countries, is based on the CA’s syntax and morphology, but it tends to have a more modern vocabulary. Finally, the Arabic colloquial dialects (AD), or the language used in daily informal conversations, has no orthographic standards so one word can be written in different forms. Additionally, the AD variety can vary from one region to another across the Arabic countries. AD is mostly divided into six main groups: (1) Egyptian, (2) Levantine, (3) Gulf, (4) Iraqi, (5) Maghrebi, and (6) Others, which contains the remaining dialect [9].

2.3 Problem statement

Because of the complexity of the Arabic language, several challenges are faced when dealing with it. Referring to the Figure 3, we present the ANLP process, which is the same as the generic NLP process.

Figure 3: ANLP Process

In this section, we’ll go through each step of the process and discuss some of the used techniques.

As Arabic is one of the non-Latin languages mentioned earlier, the following challenges are faced while processing Arabic texts:

**Morphological richness:** Arabic has many forms that result from rich inflexions. These include gender, number, person, aspect, mood, case, and some connectable clitic features. As a result, it is not uncommon to find a single Arabic word that translates into a five-word English phrase: hou+una-lum-ya+sa+wa and they will blame him. This task creates a challenge for ML models by increasing the number of unique vocabulary types compared to English [10]. This challenge is generally faced during the step of stemming and tokenization.

**Orthographic ambiguity:** Arabic letters use optional diacritics to represent short vowels and other phonological information that are important in distinguishing words from each other. Other than religious texts and children's literature, these symbols are rarely used and provide a high degree of ambiguity. Educated Arabs usually have no problem reading Arabic without diacritics, but it is a challenge for both learners of Arabic and computers. If we give the example of لَدَهَبَتْ dahabtou which means I went or as لَدَهَبَتْ dahabat which means she went. Referring to the generic process followed in NLP, we can say that this challenge is shown while performing the steps of stemming and embedding.

**Dialect variations:** As we mentioned earlier, there are various dialects in the Arabic language, which enhances its corpus but creates an obstacle when processing Arabic texts. Each dialect having its grammar and lexicon that differ from the others and from Standard Arabic, it results in a variation and a complexity that are faced during the ANLP process, especially during tokenisation, stemming, and embedding.

**Resource poverty:** In NLP, data is the most important resource; this is true for rule-based approaches, which require carefully constructed lexicons and rules, as well as ML approaches, which require corpora and annotated corpora. Although there are many corpora of unannotated
Arabic texts, morphological analysers, Arabic lexicons, and annotated corpora are not available. In addition, annotations other than news and dialects are limited. The importance of data availability is evident from the process mentioned above, as the data collection is the baseline for the work to follow.

Based on these challenges, our aim is to investigate their impact during each step of the described process of Figure 3. How could the mentioned challenges influence the data collection, normalisation, stemming, tokenisation and embedding step? Which step is more influenced that the other?

Thus, after the presentation of the various challenges related to the processing of the Arabic language, we will proceed to the description of the methodology used in this study in order to answer the previous questions.

3. METHODOLOGY

This paper presents a literature review of recent studies in the field of ANLP. The goal is to study the techniques used through the overall ANLP process. We examined articles published in journals that are indexed on the Web of Science and Scopus databases between 2018 and 2022 to find the relevant studies. The papers were identified using the keywords "Arabic natural language processing", "ANLP", "Arabic natural language processing and data collection", "Arabic natural language processing and tokenisation", "Arabic natural language processing and stemming", "Arabic natural language processing and word embedding", "Arabic natural language processing and word embedding", "Arabic Sentiment Analysis", and "Arabic Sentiment Analysis and word embedding".

After we retrieved the articles from the online databases, the titles and abstracts of the articles were screened using predefined selection criteria. An article was considered suitable for inclusion in this research if it met all the following inclusion criteria:

- It deals with Arabic NLP,
- It focuses on at least one of NLP process,
- It is written in English or Arabic,
- Articles published in high-impact journals between 2018 and 2022.

An article was excluded if:

- The full text of the article is not available online,
- The article is in the form of a poster, tutorial, abstract, or presentation,
- It is not in English,
- It does not mention the models of the opted approach.

Where a decision about the inclusion of an article was in doubt, the full text was read to make a final judgment.
The mentioned inclusion and exclusion criteria were applied to around 100 papers retrieved initially, and 30 relevant papers matching the criteria were finally chosen for the in-depth analysis of this study as shown in the Figure 4.

4. RESULTS AND ANALYSIS

In this section, we will present the results of our study. We will focus on each step of the different phases of the ANLP process.

Our research has started by analysing the general process of ANLP. Based on this analysis, we’ve
extracted different challenges faced in each step. In this section, we’ll discuss each step of the general process.

4.1. Data Collection

As mentioned before, data is the main base for a high-performance NLP model. Unfortunately, the availability of good and reliable Arabic resources was one of the major issues, as reported by [11], [12], [13], and [14], brought up the issue of unbalanced data. For [13], the collected corpus consisted of 5K airline service-related tweets in Arabic. In [15], the authors mentioned the lack of available corpora on the web for Arabic sentiment analysis for standard and dialect variations and created the SANA corpus, which is a collection of comments from three Algerian newspapers. In [16], the authors raised the lack of work and resources in the Algerian dialect and collected the “Ar_corpus1” from Facebook. It is worth mentioning that all the extracted data were from social media platforms such as Facebook and Twitter, and then they are generally users' short reviews and comments with a limited number of words. From the reviewed articles, we extracted some of the open-access datasets that we can use in future. We mention the SANAD dataset, which is a large collection of Arabic news articles that can be used in different ANLP tasks such as Text Classification and Word Embedding. We also note the Arabic Sentiment Tweets Dataset (ASTD) which contains over 10k Arabic sentiment tweets classified into four classes subjective positive, subjective negative, subjective mixed, and objective. The Arabic Influencer Twitter Dataset (AITD) is also available in open access in addition to the Arabic Social Media News Dataset (ASND). There is also the Open-Source Arabic Corpora (OSAC) is a large standard dataset for text categorization. Finally, we note the ArSarcasm, a new Arabic sarcasm detection dataset containing 10,547 tweets, in multiple Arabic dialects, 1,682 (16%) of which are sarcastic. Moreover, [17] faced the lack of resources to detect Arabic fake news and constructed their own Arabic dataset based on news sentences from an Arabic Twitter dataset and by performing web scraping.

4.2. Data annotation

In NLP, data should be annotated according to the targeted task, such as sentiment analysis for example. That is what was raised in [18], [19], [20] and [21] where the collected data was annotated manually. Both [22] and [23] have manually annotated data related to violence in order to classify it. [24] have accomplished the annotation by turning to crowdsourcing to perform multiple annotations. Moreover, in [15] the MATTER (Model, Annotate, Test, Train, Evaluate, Revise) approach, which is a general methodology for creating annotation and ML tasks of all different types, was used to annotate the data. It is worth mentioning that the annotation depends on the field of study as in the case of [24] where they requested the assistance of psychologists to complete this task.

4.3. Word normalisation

Normalisation helps to reduce the amount of different information that the computer must deal with, and therefore improves efficiency. This is also one of the mandatory steps in NLP and ANLP. Authors in [11] used three tools, namely MADAMIRA, Farasa, and the Stanford toolkit in order to handle Arabic morphological and text processing. MADAMIRA tool is “a fast, comprehensive tool for morphological analysis and disambiguation of Arabic” [25]. As for Farasa, it is “a fast and accurate text processing toolkit for Arabic text” [26]. Finally, the Stanford toolkit is “an extensible pipeline that provides core natural language analysis” [27]. Farasa was also used by [28] and [29] to segment the input data. Moreover, it was used with XLNet model in [30] and achieved good results.

4.4. Data tokenization

Word tokenization is the process of splitting a large sample of text into words. This is a requirement in NLP tasks where each word needs to be captured and subjected to further analysis. [8] has been interested in this concept and proposed a tokenisation algorithm to fragment Arabic text into words based on the spaces between words and punctuation. [29] used the BERT tokenizer to perform the tokenization of the Arabic corpus. Therefore, since the Arabic language doesn’t have capitalisation further techniques need to be used to break down the sentence into tokens. In [31] WordPiece tokenizer of BERT was used to perform the tokenisation. [30] investigated also WordPiece tokenizer and SentencePiece of XLNet on Arabic corpus and achieved an accuracy of 94.78% when used with XLNet. We also detected that [17] had used its own tokenizer model based on BERT models to deal with the sentence’s meaning.

4.5. Data stemming

Data stemming consists of producing morphological variants of a root/base word. For this reason, various techniques are used as [32] noted.
• Root-based approach: The main goal of these stemmers is to extract the root of words,
• Stem-based approach: These stemmers identify the stem of words. As an example of Arabic stemmer, we cite Farasa,
• Light-stem-based approach: These stemmers are used to eliminate suffixes and prefixes from stems. Light10 is the most used one as a light stemmer,
• Arabic morphological analyser: It can identify the different forms of words (root, stem, and light stem).

In [8], the authors proposed a stemmer module providing a solution to the challenges resulting from the complexity of social media Arabic words and aims to fulfill two objectives: (1) to help understand the meaning of the word by providing its root, and (2) to determine whether the word is a noun, stop word, or a non-standard Arabic word (in case of not finding its root), a dialect, an error, or a non-Arabic word, yet written using the Arabic script. [12] also investigated the impact of stemming combined with the word embedding for Text Categorization and obtained an F1 score of 97.96% by combining the light stemmer, Word2Vec as embedding technique, and Att-GRU as a classification model. Moreover, [33] came with a broken plural rule (BPR) algorithm introducing new solutions to solve the problem.

4.6. Word Embedding

One of the critical steps in all models or tasks is word embedding. This step consists of generating distributed word vector representations and representing the words or sentences of a text by vectors of real numbers. In other words, this step consists of converting the textual data into numerical data machine-interpretable. Different techniques were used in the Arabic context. This step is one of the mandatory steps to succeed in an NLP project whether in an Arabic context or other languages. From the reviewed articles, we’ve found [12] that investigated the word embedding with Word2Vec for Text Categorization, which resulted in an F1 score of 97.96% when combined with Att-GRU as a classification model. [11] have implemented the Glove technique to extract the embeddings and got an accuracy of 94.80% when combined with CNN. In [32], the authors investigated the AraVec embeddings that achieved an accuracy of 87.51% with NuSVC. FastText was used with [16] and got 80% as an accuracy with CNN. We also find the AraBERT model used with [34] on multi-dialect dataset for the embedding step and got an accuracy of 89.6%. QARIB model was implemented as an embedding model and a classifier in [35] and achieved an accuracy of 70% applied on a multi-dialect dataset. Moreover, mBERT was also used for the embedding task in [34] combined with itself to achieve an accuracy of 93.8%.

4.7. Task performed

Once all the previous steps have been applied, we move on to the ultimate objective we want to achieve. The objectives vary according to the orientation and vision of the article and the researcher. The aim of the article could be related to the classification or the prediction of humans’ sentiments, emotions, appraisals, attitudes, or opinions toward products, issues, events, or services. In our case, we extracted articles that aim to analyse sentiments as we've seen in [15], [16], [18], [19], [20], [26], [36], [29], [32], [37], [49], [38], [39], [40] and [41]. We also found articles interested in emotion detection as stated in [42], [41] and [43]. Irony and sarcasm detection was the topic of [15], [37] and [44]. In [21] and [45] the objective was text categorization. Detection of hate speech was the subject of [46] and [47], detection of Arabic health information was treated in [48], document classification was the aim in [16] and dialect identification was the goal of [34].

Several articles were interested by one or more step of ANLP, as detailed in the Table I.

Table 1: Overview Of The Reviewed Articles

<table>
<thead>
<tr>
<th>Article</th>
<th>Title</th>
<th>Year</th>
<th>Step of focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>Impact of Stemming and Word Embedding on Deep Learning-Based Arabic Text Categorization</td>
<td>2020</td>
<td>Data collection, stemming, word embedding</td>
</tr>
<tr>
<td>[13]</td>
<td>Pre-trained Word Embeddings for Arabic Aspect-Based Sentiment Analysis</td>
<td>2018</td>
<td>Data collection, word embedding</td>
</tr>
<tr>
<td>[14]</td>
<td>Multi-task Learning Using a Combination of Contextualised and...</td>
<td>2021</td>
<td>Data collection, word embedding</td>
</tr>
</tbody>
</table>
5. RESULTS DISCUSSION

The main objective of the study differs from one article to another, depending on the motivation of the researcher and the need expressed. In our review, we noted a multitude of objectives targeted by the articles. The objective or theme that has been recurrent is that of Arabic sentiment analysis (SA) with a percentage of 63%, followed by emotion detection with 11.1%, and Sarcasm and irony detection also with 11.1% as illustrated in the Figure 5.

![Figure 5: Distribution Of Articles’ Objectives](image)

The reviewed articles are generally focused on ASA (Arabic sentiment Analysis). While there were other objectives such as detecting emotions, sarcasm and hate speech, going through all the
articles’ goals, we extracted the three main performed tasks, which are binary classification, ternary classification and multi-class classification.

The first point for any implementation and study in NLP is that of the data, its nature and type. In the case of the sample studied we find that Standard Arabic (MSA) was the most used in implementation with a percentage of 47.1% followed by the Egyptian dialect and Algerian with a percentage of 11.8% and 9.8% respectively. However the Moroccan dialect has less percentage in number of studies with only 1.8% as illustrated in the Figure 6.

![Figure 6: Distribution Of Arabic Types languages](image)

As we can see, ANLP is a challenging technique due to the complexity of the Arabic language. These challenges can arise at various stages of the process. One key factor that can significantly affect the final performance is the pre-processing step, as the quality of the final output depends on the quality of the initial input. Therefore, investing more time and effort in pre-processing can lead to better performance in the end. While the pre-processing stage is an important factor that can influence the final performance of natural language processing for Arabic (ANLP), it is not the only step that will affect the outcome. Other factors can also have an impact.

6. CONCLUSION

NLP is one of the complex techniques since it has the objective of comprehending and understanding humans’ written and/or spoken text. This technique deals with the different challenges of multiple languages, including Arabic, a language characterised by a set of rules and specificities that present challenges in the context of NLP. As we’ve mentioned in the article, the ANLP followed a process consisting of multiple steps, starting with the data collection and arriving at the task performed. We explored each step of the process and highlighted the newest and efficient techniques. Based on this research, we found that the field of ANLP still requires more interest to become mature. Moreover, we’ve clearly showed the importance of the pre-processing steps for a performant model. There are several tasks in natural language processing for Arabic (ANLP) that have not been thoroughly researched, including dialect identification, detecting hate speech, and detecting sarcasm and irony. Additionally, certain tasks have been applied more to some Arabic dialects than others, such as sentiment analysis in the Moroccan dialect. This literature review and classification of recent research in ANLP has allowed us to identify areas that still require more research. Our focus in the future is to investigate the application of these tasks to the Moroccan dialect and to help other researchers learn about current trends in ANLP and begin working in this field.
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