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ABSTRACT 

Privacy preserving plays an essential role to protect the patterns in the large online social networking 
databases. Most of the conventional community clustering and meta-heuristic models use static optimization 
functions in order to find the relationship among the local and global graph nodes for privacy preserving 
process. Also, these approaches use limited number of social networking graph nodes for community 
clustering and privacy preserving process. In this work, a meta-heuristic optimization-based community 
clustering framework is proposed to optimize the privacy preserving process. In this work, a homomorphic 
encryption-based privacy preserving approach is implemented to protect key nodes during the community 
clustering process. In this research, the cluster error rate of the inter and intra variations are minimized to 
improve the community detection process. The performance of the proposed community detection approach 
is tested on different online social networking datasets for community detection.  Experimental results prove 
that the proposed meta-heuristic-based community clustering and privacy preserving framework has better 
efficiency than the conventional meta-heuristic-based privacy preserving methods on different OSN datasets. 
Finally, the privacy of the different social networking nodes and its properties are preserved on large number 
of graph nodes. 
Keywords: Online Social Networking, Privacy Preserving, Local Optimization, Global Optimization, 

Machine Learning. 

1.INTRODUCTION 

PPDM is primarily focused on lowering the 
privacy risk while amending the data so that 
sensitive information can be protected when 
performing data mining operations, according to 
Wang et al. Data mining with privacy is a dual-
pronged strategy. First, sensitive information from 
the original database should be changed or removed, 
such as the user's ID, name, contact information, and 
address, to ensure that the recipient cannot 
compromise the user's privacy. People are now more 
at risk of losing both their personal and professional 
information as they become more accustomed to 
social networking. As the capacity to collect and 
store data about users has increased, privacy-

preserving issues in the field of data mining have 
become too critical.  Due to its ability to mine a large 
amount of user-related data while safeguarding their 
sensitive information, PPDM has gained popularity. 
Facebook, the most popular social networking site at 
the moment, has 2.5 billion active users per month 
[1]. Users can create profiles, make connections, and 
send messages to other users thanks to it. Status 
updates, photos, links, videos, blogs, and locations 
are all maintained for the professionals. The users 
share information with other users using the tools 
offered by OSN . For a variety of reasons, the 
information gathered from such platforms is made 
available to the public. Sensitive information, such 
as name, mobile number, email address, social 
security number, credit card information, photos, 
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and videos, is included in the published data. 
Therefore, maintaining privacy while disseminating 
social network datasets is a significant challenge. 
Additionally, the data posted on social networks is 
available forever. As a result, it produces a tonne of 
social data. The current privacy preservation 
approaches modify social dataset to achieve a 
specific level of privacy before publishing it. The 
addition and/or deletion of nodes and/or edges are 
included in this modification operation. A single 
operation between two nodes modifies the 
originality of the data subjectively. The methods for 
protecting privacy put forth by various researchers 
have some drawbacks in various areas, including: 
protecting privacy in time-series social network data 
publication; major deviation in graph properties; 
adversary access to background knowledge; and 
poor graph projection method. Social networking 
has grown in popularity, but it also exposes users to 
a number of security risks as they reveal personal 
information like names, ages, genders, contact 
information, etc. that is readily available to anyone 
on the network.  As a result, understanding data 
mining algorithms is necessary to secure this data. In 
social media, there are primarily three types of 
privacy violations. One of these is identity 
disclosure, which refers to the disclosure of a user's 
identity and relationships with other users over a 
network [2]. Next, sensitive attribute-disclosure 
arises whenever an attacker gains access to a user's 
confidential and sensitive information, followed by 
sensitive link-disclosure, which happens after an 
association between two users is revealed. Social 
media platforms give users the setting they need to 
share their information on open forums while using 
view options like public, friends, custom, and only 
me. The user's privacy settings are frequently 
required by the social media community as well as 
by the user in order to anticipate problems and take 
appropriate action. Most users are unaware of the 
privacy options and services that social networking 
sites offer. In order to predict users' levels of privacy 
risk and give them insight into how their data is used 
by social networking application providers, an 
analysis of users' privacy is therefore necessary. One 
of the most significant sources of information for 
data analysis and the creation of significant findings 
is social network data. Despite being useful, it is 
vulnerable to privacy attacks because it contains 
sensitive data. Online social network patterns that 
reveal information are studied by [3]. Information 
about user names and profile pictures on various 
social networks, details about hobbies and interests, 
and a variety of user information available on 
various social network platforms are among the 

patterns that have been observed [4]. On the social 
networking site Facebook, the authors [5] conducted 
extensive experiments on more than 4000 students 
(users) from Carnegie Mellon University. Users 
frequently share personal information that could lead 
to privacy implications [6] like stalking, re-
identification, or the creation of a digital dossier, 
according to their observations. These days, people 
[7] share geo-tagged media that includes an image of 
multiple people (friends) as well as embedded 
location data. The person who shares the media has 
control over their privacy, whereas that person's 
friends may be subject to privacy implications. 
Particularly, privacy implications appear when the 
media or data is unrelated to a person or friend and 
is susceptible to privacy problems. In the context of 
the current social networks, the authors [8] have 
examined and discussed privacy implications. A set 
of data objects is grouped into multiple groups or 
clusters through the process of clustering, which 
ensures that objects within a cluster have a high 
degree of similarity but are highly dissimilar to those 
in other clusters. There are many applications for 
clustering in data mining, including biology, 
security, business intelligence, and web search. 
Every day, a lot of data is gathered from automatic 
devices like geospatial, bio-medical, security, 
marketing, and satellite images. A general example 
of this is the scientific community, where co-
authorship or citation data is processed to create 
bibliographic networks. In order to derive intriguing 
patterns and trends about the underlying papers, it is 
used in conjunction with publications' contents. It is 
indicated that this analysis may be the first instance 
from which the criteria from above would apply. 
Although there is a tonne of information and content 
online because some documents are archived in 
networks, Due to the content that is available with 
these networks, a number of bibliographic networks 
and document collections are explicitly archived and 
used in conjunction with fundamental data-centric 
models. Standard studies on social network analysis, 
which historically have shown the adoption and 
growth of the internet or computers, do not focus on 
online interactions. Social media platforms are 
incredibly dynamic tools that develop quickly over 
time as a result of newly added edges that signify 
emerging forms of social interaction. The social 
network is a web-based platform for user 
communication and idea sharing. It is a structure 
made up of various types of entities, including 
people, organisations, and groups, along with their 
connections and associations. Through social 
networks, a group of people can interact and share 
interests with one another in many different ways 
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[9]. In determining the secure-multiparty 
computations, the distributed PPDM problem 
closely resembles the field of cryptography. The 
areas where the fields of PPDM and cryptography 
intersect are viewed. The functions are calculated 
over the inputs that are provided to multiple 
recipients using a broad approach using 
cryptographic techniques, without sharing inputs 
among recipients. Additionally, the accuracy of 
computation for the approaches is more crucial. The 
probabilistic function's computation is defined in the 
context of complex problems involving a variety of 
multiparty inputs. These potent methods abstract the 
primitives from the computationally demanding 
data-mining problems. Even though there are 
generic solutions for multi-party situations, the 
majority of these techniques are described as the 2-
party case. The census data is one significant 
example of how the government gathers private 
information about the populace and uses it for 
economic planning and research to create a tool. 
Furthermore, no one's personal information should 
be revealed or retrieved from information that is 
released. Additionally, companies whose databases 
are made available to the public on their own 
websites for the use of their customers shouldn't have 
the ability to match records. The process of 
randomization makes it simple to implement during 
the data collection process because each record is 
supplemented with noise that is unrelated to the 
possibility of any other data-records. Due to the 
difficulty of masking outlier records, this technique 
is much less effective. Privacy protection is not 
necessary at the time of data collection, but the 
technique's accuracy depends on the local record 
behaviour, which is required. The randomization 
framework's failure to take into account the 
likelihood of locating the owner of the available 
records is yet another flaw. The fundamental 
technique suggested for group anonymization is the 
K-Anonymity model. Each individual in the 
transformed dataset cannot be identified, at least 
from k-1 other individuals in the dataset, thanks to 
the anonymity model. The k-anonymous table will 
therefore contain at least k records with identical 
values. Utilizing concepts of generalisation and 
suppression, this is accomplished. The original 
values are swapped out for generalised values when 
using the generalisation approach. For a particular 
interval of values, a general value is used in place of 
the numeric attribute values. Using the taxonomy 
tree is another generalisation technique strategy. By 
substituting the value of the child node with either 
the root node or the node located along the path, 
generalisation is achieved. Before sharing the 

attribute's value for analysis, the suppression method 
deletes it. These methods are designed to stop 
information from leaking out while the data mining 
model is being computed. Restricted access or 
policies are used in non-cryptographic approaches, 
while encryption is typically applied using 
cryptographic techniques. Sensitive data can be 
encrypted and preserved using cryptography. This 
has been introduced by the researchers as a well-
liked security mechanism for sensitive attributes. A 
decision tree classification-based cryptographic 
protocol on horizontally partitioned databases makes 
the assumption of two data sources and permits each 
to compute missing values without disclosing any 
information about the other, preserving complete 
privacy. The mutual trust of all parties involved in 
the data mining is a requirement for the robustness 
of these cryptographic techniques. Participants' 
actions can be divided into two categories: semi-
honest and malicious. While performing the 
intermediate and final computations, parties 
engaging in semi-honest behaviour are curious to 
learn about the private information of other parties, 
but they never deviate from the protocol. Evil actors 
work together with others and veer from the rules. 
Secure Multiparty Computations (SMC) are used by 
cryptographic techniques to perform distributed data 
mining operations. Decryption may or may not be 
used in the encryption techniques used in privacy-
preserving data mining to perform computations 
over encrypted data. Numerous cryptographic 
protocols, including Elgamal, RSA, Hillcipher, etc., 
allow the parties to perform any mining operation on 
their inputs without disclosing the specifics of those 
inputs [10]. 

2.RELATED WORKS 

The main aim is to distribute the most allocated 
method for preserving the privacy in data-mining 
which allows computation of functional amount of 
statistics for the whole dataset without revealing the 
privacy of the user’s datasets. There are several 
efficient methods used for PPDM that proposed later 
with a large-scale study of data-mining in current 
decades. For ensuring the privacy reservation, most 
techniques are using some transformation form on 
the original-data. Here, this case is more important 
for maintaining the advantage of privacy 
preservation even after dataset is transformed that 
made usage for mining.  According to [12], a serious 
privacy issue can arise even with a high-quality k-
anonymized dataset because of a lack of key 
attributes. In particular, the degree of privacy 
protection is independent of the number of quasi-
identifiers in the attribute set. Additionally, the 
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degree is established using the specific sensitive 
values connected to the attribute set. This 
observation is used to process the idea of l-diversity. 
The authors recommended applying the suggested 
method to numerous sensitive attributes. 

[13] used random graph theory to describe a class of 
attacks in which the attacker uses data gathered from 
social networks to identify the structured planted 
data and looks for links between the target vertices. 
Neighbourhood attacks diverge from the suggested 
model, and a deliberate structure set is erected before 
social network data is anonymized. For future 
improvements, the non-interactive mechanism 
guarantees the privacy of logical ideas in social 
networks. By using description logic and some 
anonymity metrics, [14] represented the formalism 
of the underlying knowledge and assessed the risk of 
confidentiality breaches caused by disclosing social 
network data. For data from social networks, 
anonymization algorithms are not provided. The 
proposed system should be examined for the 
tabulated data, according to the authors. By 
arbitrarily adding or removing edges, the 
perturbation method based on random graph is 
created in order to anonymize social networks. The 
model, which is not labelled, is assumed to represent 
the edges and nodes in the social network. The 
author also suggests using random perturbation to 
increase anonymity and reduce information loss. 
[15] primarily focused on social networks with 
labelled edges but unlabelled nodes. Some edge 
types should be concealed because they are more 
delicate. For the purpose of preventing link re-
identification, edge-anonymization methods employ 
edge clustering and removal. The author offers 
additional suggestions to boost the efficiency of the 
suggested technique. The method based on 
simplified windowing for "encouraging decision 
trees in Distributed Data-Mining Situations" was 
discussed by [16]. The specimen that is present in the 
accessible preparation cases is chosen by 
incorporating the Windowing technique to support 
by conventional choice tree calculation. To degrade 
the situation gracefully, the author suggested setting 
up the bias experiment on Parallel Counter GPU. 
[17] dealt with the Kernel K-means model algorithm 
to analyse enormous datasets by carrying out 
significant clustering and countless applications. In 
this method, the three phases of the MapReduce 
programming model—bit-grid calculation, network-
trimming technique, and k-means clustering 
model—are followed. For the proposed research, the 
author suggested analysing the static kernel-matrix 
trimming. By combining neighbour requests for a 
single-inquiry, the set of questions is asked among 

his or her conceal. On the basis of the classification's 
sub-features, the authors have provided suggestions 
for new concepts. Fuzzy techniques were used by 
[18] to choose each element's sub-feature and 
maintain privacy while collecting information from 
parties taking part in a distributed environment. This 
proposed work's main objective is to identify the 
class that can be identified by the choice and privacy 
of a sub-feature. This work yields better results when 
choosing the sub-features for various situations. 
According to [19], developing perturbation 
maintains the confidentiality of the sensitive records. 
This method is only applied to protect privacy in 
cases where the data has already been tampered with. 
This common approach is used for data distortion 
and privacy maintenance. The original data cannot 
be successfully recreated and cannot be used for the 
vast amount of online data. [20] examined how 
privacy was preserved when information was shared 
for this composition on Facebook and other social 
media platforms. The elders who observed the 
behaviour are studying the information that was 
shared about it. The public sharing of information 
about themselves on their profile pages is chosen by 
them.[21] examined the emergence of multimedia-
oriented mobile social networks to analyse the 
concerns regarding the privacy of multimedia 
services (MMSN). The users of this method receive 
the multimedia services from nearby social networks 
and online social communities. When information 
sources are used in this manner, the culture has a 
significant impact on the decision to make an online 
purchase. The private matching protocol was created 
with fine-grained functionality to enable the 
execution of two users' matching profiles without 
disclosing any kind of profile-related data. The 
currently used method known as coarse-grained 
special matching for PMSN protocols allows for the 
identification of user differences and supports a 
number of matching metrics at different privacy 
levels. 

Connecting Heterogeneous Social Networks with 
Local and Global Consistency (COSNET), a model 
based on energy, was presented by [35] to address 
the issue between various networks. In decentralised 
multi-hop mobile-social networks, [22] developed a 
design mechanism that prioritises user-submitted 
profiles when searching for people based on profile-
matching. The intended mechanism, which prevents 
participant profiles and preferences from being 
disclosed, is called privacy preservation. The attack 
is also known for enabling the outside enemy to 
summarise socioeconomic factors like sexual 
orientation, age, and education in the clients who are 
watching for the exposed area profiles. For roles like 
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duration and time of the time triggering and role-
activation of other ones, temporal restrictions are 
imposed. The model is typically related to web-
based applications and addresses security 
requirements in a desirable way. The DAC and MAC 
models for businesses using web-based applications 
do not support the evolving security requirements. 
The RBAC model does not include fine-grained 
access controls because it is designed for large 
businesses and does not have any central authority 
over user roles. To solve this issue, attribute-based 
encryption techniques were developed. In order to 
process data provision access based on a set of 
attributes, [23] proposed the Attribute-based 
Encryption (ABE) model. This ABE method 
depends on the encrypted public key, which handles 
encryption and decryption tasks according to user 
attributes. Additionally, the attributes that belong to 
the set of users are where the private keys of users 
are gathered. The data owner who uses ABE systems 
and encrypts it imposes specific access policies. The 
user can decrypt the data by being given a private 
key when the owner has defined an access policy for 
them. ABE model applications are what create multi-
point-to-point communication systems because they 
are more common. With its fine-grained provisions, 
access abstractions are also provided at various 
levels. 

[24] examined the access structure of the attribute 
based on encryption that is non-monotonic. The 
main benefit of this suggested model is that it has 
non-monotonic access, whereas the ABE technique 
does not. In this work, the terms of an access-formula 
based on attributes are used to express the users' 
access policies. When compared to other methods, 
this technique is performing better. In [25] 
introduced the secure MA-ABE scheme, which is 
decentralised. This scheme, which relies on the 
identity of the fuzzy attribute-based encryption 
(MA-FIBE) model, offers multiple authorities 
without a central authority. In this method, the 
messages are encrypted by the encryptor, and if they 
contain distributed keys for the specified attributes, 
the decryptor is used to decrypt them. This technique 
offers the security proof based on the distributed-key 
generation protocol, the joint zero-secret sharing 
protocol, and the standard decisional-bilinear Diffie-
Hellman assumption. This method uses two cipher-
text and key policies from attribute-based encryption 
techniques. [26] examined the MA-ABE scheme 
using the accountability process, which uses this 
technique to provide wildcards and AND gates. The 
attribute or user authority in the current MA-ABE 
technique leaks the decrypted key that is linked to 
user results in security threats. To address the issue 

pursued in the current work, the MA-ABE scheme 
offers user accountability. For the purpose of 
confirming the users' accountability, the users who 
reveal the decryption key to others are identified. 
Users and attribute authority both have less trust 
assumed in them. The main benefit of this proposed 
work is that, when compared to other techniques, it 
reduces overheads. There are numerous methods 
built on MA-ABE that people have developed to 
access secured provisions in their own unique ways. 
Generally speaking, two types of ABE-based 
techniques are offered: the Key-Policy Dependent 
Attribute-based Encryption (KA-ABE) model and 
the Ciphertext Policy-dependent Attribute-based 
Encryption Technique (CP-ABE). An effective 
model based on attribute encryption of key policy 
was proposed by [27]. KP-ABE is attached with the 
data access policy for users' private keys. The data 
owner encrypts the data content and specifies a set of 
attributes in ciphertext. The private key of the user is 
accessing the system's trusted authority's specified 
data access policy. The main weakness of the KP-
ABE approach that leads to unauthorised access to 
data is tampering with the private key. Leakage of 
the secret key leads to threats like insider attacks and 
compromise key attacks of various security. Due to 
this flaw, the ciphertext policy was developed using 
the ABE technique. 

 

PROBLEM STATEMENT: 

Multi-party social networking data still face 
some difficult situations for community detection. It 
is based on privacy protection strategies that are 
frequently employed in collaborative filtering 
systems to protect users' privacy. By using filtering 
strategies and incorporating high-quality original 
data, the required level of privacy and accuracy is 
achieved. The randomization algorithm was chosen 
to enable the accuracy of the data properties with 
sufficient precision in which the individual entries 
are noticeably twisted. The distortion required for 
privacy protection is determined using the privacy 
measure. Also, as the size of the noisy node 
properties increases, it is difficult to find the 
weighted nodes with highest contextual community 
clusters . 

RESEARCH GAP:  

The main research gap identified in the traditional 
graph based social networking models include: 

a) Difficult to find strong node to node 
relationships among complex networks. 
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b) Difficult to process a complex network for 
noise detection. 
 

3.PROPOSED MODEL 

 In the proposed work, a hybrid meta-
heuristic-based privacy preserving approach is 
implemented on the different online social 
networking datasets. Initially, OSN datasets are 

initialized for graph based local and global 
optimization process. In this work, a new local and 
global optimization measures are used to find the 
weak and strong nodes for the community clustering 
and privacy preserving process. A probabilistic 
weighted based community clustering approach is 
used to improve the privacy preserving process on 
large graph nodes. Finally, k-clusters are detected 
using the graph clustering approach.

 

Algorithm1: Graph Data filtering 

Input Graph data G(V,E) 

Output : Filtered Graph Data. 

 

Procedure: 

1. Load Graph G(V,E). 

2. Compute Adjacency matrix A(G) and Node 
degree matrix N(G). 

3. To each node V(i) in the G. 

4. To each node V(j) in the G. 

 

 5. if(D(V(i))==0|| D(V(j)==0) 

6.   then 

7.    Remove node V(i) or V(j) from Graph G. 

    end if 

8. end loop 

In this algorithm, input graph nodes and edges 
are initialized for the adjacent matrix computation 
and node degree matrix. In this filtering, isolated or 
unique nodes are detected and removed from the 
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graph G. Different node properties are proposed in 
order to find the weak, neutral and strong nodes. 

 

Graph node properties selection using meta-
heuristic model 

                  
𝐺௧ ି(𝐶( 𝐺))

≔  𝐴(𝑖, 𝑗)

∈

;
𝑇𝑜𝑡𝑎𝑙 number of intra edges of node i.

 

𝐺௧ ି(𝐶( 𝐺))

≔  𝐴(𝑖, 𝑗)

∉

;
𝑇𝑜𝑡𝑎𝑙 number of inter edges of node i.

 

𝑊𝑒𝑎𝑘( ீ)(𝑣) = 1; 𝑖𝑓∃𝐶 ∈ 𝐶 𝐺௧ ି(𝐶( 𝐺)

< 𝐺௧ ି(𝐶( 𝐺) − − − (1) 

𝑊𝑒𝑎𝑘( ீ)(𝑣) = 0; 𝑒𝑙𝑠𝑒 

𝑁𝑒𝑢𝑡( ீ)(𝑣) = 1; 𝑖𝑓∃𝐶 ∈ 𝐶 𝐺௧ ି(𝐶( 𝐺)

= 𝐺௧ ି(𝐶( 𝐺) − − − −(2) 

𝑁𝑒𝑢𝑡( ீ)(𝑣) = 0; 𝑒𝑙𝑠𝑒 

𝑆𝑡𝑟𝑜𝑛𝑔( ீ)(𝑣) = 1; 𝑖𝑓∃𝐶 ∈ 𝐶 𝐺௧ ି(𝐶( 𝐺)

> 𝐺௧ ି(𝐶( 𝐺) − − − (3) 

𝑆𝑡𝑟𝑜𝑛𝑔( ீ)(𝑣) = 0; 𝑒𝑙𝑠𝑒 

𝑁(𝐶): 𝐶𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑖𝑡𝑦 of C  

𝐿𝑜𝑐𝑎𝑙 node search based intra-neighbor score is 

 computed to each partition C as 

 

𝜙ଵ ቀ𝑂𝑏𝑗௧ ି(𝐶( 𝐺))ቁ

≔
(𝐺௧ ି (𝐶( 𝐺)) + ∑ 𝑊𝑒𝑎𝑘( ீ)(𝑣))∀௩∈

𝑁(𝐶)
; −

− −(4) 

Global node search based inter-neighbor score is 

 computed to each partition C  as 

𝜙ଶ(𝑂𝑏𝑗௧ ି(𝐶( 𝐺))):

=
(𝐺௧ ି(𝐶( 𝐺)) + ∑ 𝑆𝑡𝑟𝑜𝑛𝑔( ீ)(𝑣))∀௩∈

∑ 𝐺௧ ି (𝐶( 𝐺))௩∈

− −

− −(5) 

𝑀𝑢𝑙𝑡𝑖

− 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 Community Detection Problem is given as 
Min{𝜙ଵ(𝑂𝑏𝑗௧ ି(𝐶( 𝐺))), 𝜙ଶ(𝑂𝑏𝑗௧ ି(𝐶( 𝐺)))}

− − − −(6) 

 

 

 

 

 

 

In the above computational measures, eq (1) is used 
to find the weak nodes using the intra-weighted 
graph nodes. Eq(2) is used to compute the neutral 
nodes using the intra-weighted graph nodes. Eq (3) 
represents the computational of strong nodes using 
the intra-neighbour graph nodes. 

Algorithm-2 

 
(K,D ) anonymity based node privacy 
preserving(Proposed privacy preserving anonymity 
approach ) 

Input: Construct Degree Graph G  

Output:  Graph G with tree structure 

1. Compute degree sequence(DS) from G.  

2. Find the summative count of each node in the G 
using the  degree sequence using vector A. 

3. Construct the tree using the vector A. 

4. Combine the node with lower counts in the tree.  

5. Find new node count and its degree in the tree.  

6. if the number of nodes in new level is greater 
than 1 then repeat step 4. 

8. Apply Homomorphic encoding on each node 
centrality and key node selection 

 

i j i j

i j

i j

| N(v ) N(v ) | | N(v ) N(v ) |
NodeCent

2.max{deg(v ),deg(v )}

| N(v ) N(v ) |

  
  

    

 

Algorithm 3: Graph Community detection using 
hybrid clustering algorithms 

 

In this algorithm, a hybrid graph community 
clustering approach is implemented on the selected 
essential key nodes using the algorithm 2. In this 
approach, a hybrid KNN approach is designed and 
implemented on the key strong graph nodes. 
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Find the nearest density objects using the 
proposed probabilistic KNN method. 

𝐷𝑖𝑠𝑡𝑐 = 𝑚𝑒𝑎𝑛𝐾 + 𝜅. ඩ
1

𝑁 − 1
(𝜙𝑖

𝐾 − 𝑚𝑒𝑎𝑛𝐾)2

𝑁

𝑖=1

 

 Here, N is total number of  current cluster objects

𝜙𝑖
𝐾 is the average of the kth nearest neighbour to ith node. 

& 𝜙𝑡
𝐾 = 𝑚𝑎𝑥𝑗 {𝐾𝑁𝑁𝑖( 𝐷𝑖𝑠𝑡 𝑖𝑗 )}, and 

𝑚𝑒𝑎𝑛𝐾 is the average of 𝜙𝑖
𝐾 , 

computed as mean𝐾 =
1

𝑁
 𝜙𝑖

𝐾

𝑁

𝑖=1

Influencing Factor =𝜅=Max{D(𝑂𝑗  ),𝐶𝑘  : k-nearest objects}

𝑃𝑟 𝑜 𝑝𝑜𝑠𝑒𝑑 local density estimation is given as

𝑃𝐿𝐷𝐸(𝜈𝑖 ) =
1

𝜂
 𝑒( −

‖𝑙𝑜𝑔(𝐶𝐷(𝜈𝑖𝑗 )) − 𝐷𝑖𝑠𝑡𝑐 ‖2

2𝜎𝑐
2

)  𝑇. 𝑒 

∑
𝐶𝐷(𝑣𝑖𝑗 )

𝐷𝑖𝑠 𝑡𝑐

2

𝑗 ∈𝐾𝑁𝑁𝑖

 Filter all the k-nearest neighbour objects 
using the local kernel density estimation.  

 Done 
 Done 

4. EXPERIMENTAL RESULTS 

Experimental results are performed on different 
OSN datasets such as facebook, AstroPh ,enron  and 
Gplus for privacy preserving and community 
clustering. Table 1, summarization of different 
datasets and its properties. 

Table 1: Different graph based online social 
networking data and its properties 

 

 

 

 

 

a) Average Mutual information 

Table 2: Average Mutual Information on AstroPh 

Model AMI 

LDPGen 0.55 

LF-GDPR 0.81 

Proposed 0.94 

Table 1,describes the comparative study of average 
mutual information of existing graph based PPDM 
models to the proposed model on AstroPh dataset. 

 
Figure 2: Average Mutual Information on 

Facebook 

0

0.5

1

LDPGen LF-GDPR Proposed

AM
I

Approaches

AMI

Dataset No of Nodes Number of edges 

AstroPh 18,772 198,110 
Facebook 4,039 88,234 

Gplus 107,614 12,238,285 

Enron 36,692 183,831 
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Figure 2,describes the comparative study of average 
mutual information of existing graph based PPDM 
models to the proposed model on facebook dataset. 

 

Table 3: Average Mutual Information on Gplus 

Model AMI 

LDPGen 0.62 

LF-GDPR 0.86 

Proposed 0.96 

 

Figure 2,describes the comparative study of average 
mutual information of existing graph based PPDM 
models to the proposed model on Gplus dataset. 

 

 

Figure 4: Average Mutual Information on Enron 

Figure 4,describes the comparative study of average 
mutual information of existing graph based PPDM 
models to the proposed model on Enron dataset. 

b)Runtime  

Table 4: Average runtime analysis of proposed 
model to conventional graph based PPDM models 

on AstroPh dataset 

Model Runtime(ms) 

LDPGen 3844 

LF-GDPR 2844 

Proposed 2193 

 

Table 4,describes the comparative study of average 
runtime analysis of existing graph based PPDM 
models to the proposed model on AstroPh dataset. 

 

Figure  5: Average runtime analysis of proposed 
model to conventional graph based PPDM models 
on Facebook dataset 

Figure 5,describes the comparative study of average 
runtime analysis of existing graph based PPDM 
models to the proposed model on Facebook dataset. 

Table 5: Average runtime analysis of proposed 
model to conventional graph based PPDM models 

on Gplus dataset 

 

Model Runtime(ms) 

LDPGen 3574 

LF-GDPR 2643 

Proposed 2104 

 

Table 5,describes the comparative study of average 
runtime analysis of existing graph based PPDM 
models to the proposed model on Gplus dataset. 

 

Table 6: Average runtime analysis of proposed 
model to conventional graph based PPDM models 

on Enron dataset 

Model Runtime(ms) 

LDPGen 3974 

LF-GDPR 2974 

Proposed 2294 

 

Table 6, describes the comparative study of average 
runtime analysis of existing graph based PPDM 
models to the proposed model on Enron dataset. 
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Figure 6:  Average MSE analysis of proposed 
model to conventional graph based PPDM models 

on different OSN dataset 

Figure 6, describes the comparative study of average 
mean squared error analysis of existing graph based 
PPDM models to the proposed model on different 
OSN datasets. 

Analysis : 

 In this research work, proposed intra and 
intra graph-based community detection approach is 
tested and compared on different traditional 
approaches such as LDP-Gen, LF-GDPR on 
different computational metrics. In this work, 
average mutual information, average runtime and 
average mean squared error are used in order to 
improve the analysis. From the results, it is 
concluded that the proposed approach has better 
optimization than the conventional approaches on 
different large OSN datasets. 

5. CONCLUSION  

 Most of the conventional graph based 
community clustering and privacy preserving 
models are independent of local and global 
optimization in the graph clustering process. 
Traditional graph based models are independent of 
weighted node density and weighted connection 
ranking. In this work, an efficient meta-heuristic 
optimization based community clustering and 
privacy preserving model is implemented on 
different online social networking databases. In the 
proposed model, local and global optimization 
measures are used to improve the node selection for 
the privacy preserving process along with the 
community clustering process. Experimental results 
show that the proposed model has better runtime, 

average mutual entropy and error rate  than the 
conventional approaches. The main limitations of 
this work is to improve the large size graph nodes 
with parallel processing framework in order to 
minimize the overall computational time and 
memory. 
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