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ABSTRACT 
 

Wireless Sensor Network (WSN) are composed of low cost sensor nodes and commonly deploy in open 
and unprotected area, which make security the principal mission in this form of network, due to their traits 
WSN is susceptible to various types of attacks and intrusions, the place it require security mechanisms to 
protect towards these attacks. Intrusion detection machine (IDS) is one of the major and efficient 
protecting strategies against intrusion and attacks in WSN. In this paper, a novel feature extraction 
algorithm, specifically Correlation Based Feature Extraction (CFS) algorithm is proposed with an aim to 
limit the training time and to decorate the lifetime of the system. The trust level node is estimated by 
using utilizing the behavior analysis and residual energy level of nodes. Thus, we have proposed a new 
Trust Algorithm (TA) to compute the trust level of nodes in the network. Finally, SRFA primarily based 
classifier is used to classify the nodes into a trustworthy, untrustworthy or malicious node based totally 
upon the measured trust stage of the nodes. The results absolutely confirmed that the proposed intrusion 
detection system extensively reduces the false positive rate, thereby proving that the proposed approach is 
capable of identifying anomalies in network better than different current system. 

As cyber threats develop in sophistication, network defenders need to use every device in the defensive 
arsenal to defend their networks. Data mining techniques, such as decision tree analysis, provide a semi-
automated approach to detect adversary threats. In this paper, a novel feature extraction algorithm, 
specifically Correlation Based Feature Extraction (CFS) algorithm is proposed with an intention to limit 
the training time and to beautify the lifetime of the system. The trust level node is estimated via using the 
behavior analysis and residual energy level of nodes. Thus, we have proposed a new Trust Algorithm 
(TA) to compute the trust level of nodes in the network. Finally, SRFA based classifier is used to classify 
the nodes into a trustworthy, untrustworthy or malicious node based totally upon the measured believe 
degree of the nodes. This proposed method is compared with SVM and C4.5 and evaluates the overall 
performance the usage of KDD99 dataset. Simulation results prove that the proposed SRFA can 
successfully mitigate malicious node and gives higher effects when in contrast to SVM and C4.5. In 
previous years, a dramatic enhancement issues in the number of attacks, intrusion detection field and it 
becomes the mainstream of data assurance. Sensors nodes are used in WSN with the onboard processors 
that manages and monitors the environment in the a particular area. They are connected to the Base 
Station which acts as a processing unit in the WSN System. In WSN, data mining is the process of 
extracting model and pattern that are application oriented with possible accuracy from rapid flow of data. 
Because of their special characteristics, and limitations of the WSNs, the traditional data mining 
approaches are not directly applicable to WSNs. A widespread analysis of different pre-existing data 
mining techniques adopted for WSNs are examined with different classification, evaluation approaches in 
this paper. Finally, a few research challenges to adopt data mining methods in WSNs are also pointed out. 
A general concept of how traditional data mining techniques are improved to attain better. 

Keywords: Decision Tree, Intrusion Detection System, SVM, C4.5, CART, Secure Random Forest 
Algorithms  
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1. INTRODUCTION  
 

This As wireless networks discover outstanding 
use in emergency situations, their security is a 
primary concern. It is notably possibly that 
unauthorized network activities known as 
intrusions can appear which absorbs resources 
intended for authorized users of the network. 
Hence the security of networks beneath attack is 
affected [1, 2]. This creates the want for Intrusion 
Detection Systems (IDSs) which identify 
malicious traffic and protects the networks from 
attacks. Data mining approach is newly used in 
intrusion detection. Data mining is well known for 
“Data Retrieval method that is retrieved from the 
massive series of data. It is used to retransform it 
into a statistically vast constructions and events in 
data. There are many exclusive kinds of facts 
mining strategies such as K-Means,ID3,NB Tree 
etc [3]. that has to keep track of classification, link 
analysis, clustering, association, rule abduction, 
deviation analysis, and sequence analysis. Data 
Mining offers an Intrusion Detection Model 
inclusive of these facts mining strategies via 
extracting know-how from the massive datasets 
and by examining them. Recently most of the 
advantageous intrusion detection systems 
remember on the machine learning system, where 
the machine learning mechanisms are very 
purposeful so that it offers excessive opportunity 
of detecting the intrusions in the network. The 
important purpose for the ability of the machine 
learning system in the detection of intrusions is 
that it uses helps vector machines, neural 
networks, and all these chances are based totally 
on decision trees that have environment friendly 
extensive schemes in anomaly detection structures 
[4]. Thus, it enhances the classification overall 
performance and accelerates the velocity of 
processes. However, the existing intrusion 
detection techniques, which are proposed via 
more than a few researchers for misuse and 
anomaly detection [5], are usually no longer 
ample to provide the required security to WSNs 
due to the fact they have restricted power and tiny 
structure. 

The attacks are carefully designed with the aid of 
the attackers and subsequently the utility of the 
present intrusion detection methods causes a 
excessive false positive rate. Moreover, the 
existing Intrusion Detection methods are 
successful of detecting only known intrusions 
considering they classify situations by way of the 
policies they have received primarily based on 

coaching from past data. However, it is integral to 
construct wise IDS with effective learning 
abilities in order to secure the network from each 
inner and external attacks [6]. In this work we 
have proposed a new intrusion detection system 
based totally on trust mechanism. The proposed 
system consists of the three modules. The first 
module is responsible for the feature extraction 
process. Moreover, a novel algorithm Correlation 
Coefficient Based Feature Extraction (CFS) 
algorithm for enhancing the feature extraction 
process is proposed. The second module is 
responsible for trust computation process. 
Moreover, a new algorithm Trust Algorithm (TA) 
algorithm is proposed for the purpose of trust 
computation process. Moreover, by using the third 
module that utilizes the Secured Random Forest 
Algorithm (SRFA) based Classifier malicious 
nodes are identified and that deals about decision 
regarding the classified nodes in the network. 

DECISION TREE ALGORITHMS FOR  IDS 

Decision tree induction algorithms have been used 
for classification in many software areas such as 
medicine, manufacturing, and production, 
Financial Analysis, astronomy, and molecular 
Biology. Decision tree are the fundamental of 
Several Commercial rule induction System [7]. 
Many decision tree algorithms have been proposed 
by way of more than a few researchers for high-
quality decision making [8]. In this research work 
we will use CART and RF data mining based 
decision tree algorithm for comparative result. 

RANDOM FOREST IN INTRUSION 
DETECTION SYSTEM  
Random forest technique works on the rule divide 
– and – conquer scheme which is used in the 
classification mission. As it is an ensemble 
process, it amalgamates a crew of fragile learner to 
produce well-built leaner which can categorize the 
data precisely. The bagging scheme and random 
selection of aspects are united in it. N number or 
tresses are produced in random forests. Each tree 
represents regular and distinct malicious classes. A 
giant range of data sets are effortlessly managed 
via a random forest algorithm. 

Algorithm: Random forest modeling for network 
IDS 
Input: NSL-
KDD dataset 
Output: 
Detection Rate 
Step 1: Load 
the dataset 
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Step 2: Apply pre-processing technique 
Discretization Step 3: Cluster the dataset into 
four datasets. 

Step 4: Partition the data set into training and test 

Step 5: Select the best set features using feature 
subset selection measure Symmetrical 
uncertainty (SU) Symmetrical uncertainty 
compensates information gain 

SU(X, Y) = 2[IG(X/Y)/H(X) H(Y)] 

Step 6: Data set is given to Random forest for 
training 

Step 7: The test data set is then fed to random 
forest for classification 

Step 8: Calculate accuracy, Detection rate, False 
alarm rate 

In this section, experiments results analysis is 
discussed. All experiments were conducted using 
platform of Windows with configuration of Intel® 
core™ i7 CPU 2.70 GHZ, 8 GB RAM. KNIME 
tool was used to evaluate the method and perform 
feature selection. KNIME software [10] is a 
machine learning tool that consists of series of 
machine learning algorithms. During 
classification, the parameters of KNIME are set to 
its default values. All experiments are carried out 
on NSL-KDD datasets [11]. NSL-KDD is a 
refined version of the KDD’99 dataset. It 
overcomes some inherent problems in the original 
KDD dataset. Redundant records in the training 
set have been removed so that the classifiers 
produce unbiased results. There is no duplicate 
data in the improved testing set. Therefore, the 
biased influence on the performance of the 
learners has been significantly reduced. Each 
connection in this dataset contains 41 features and 
2 classes, labeled as either attack or normal. The 
attacks in the dataset are grouped into DoS, Probe, 
R2L and U2R; with these attacks divided into 
training set and test set. Researchers in this work 
carry out the experiments using the KDDTrain 
and KDDTest data. 

Random Forest algorithm has been used in many 
research articles for performing intrusion detection. 
In the works [9] and [10], a hybrid Network 
Intrusion Detection System (NIDS) using the 
combination of anomaly and misuse-based 
detection has been built using Random Forest 
algorithm. 

 

 

CART in IDS 
 
It is a binary recursive splitting method which can 
process nominal and continuous attributes as 
targets. The data is handled as such in its original 
form. Starting at the root node, data are partitioned 
to produce two children and each of them is 
partitioned to produce their children and so on. 
This process continues till no more splits are 
possible due to the lack of data. The tree is pruned 
backwards to the root by cost-complexity pruning. 
Next the split which contributes the least to 
performance on training data is pruned. CART 
generates a set of nested pruned trees and the 
optimal tree is selected by examining on testing 
data [11]. Many research articles have 
implemented CART algorithm for detecting 
intrusions in networks. In one such article [12], 
CART and fuzzy logic methods have been 
employed to find out intrusions using KDD Cup 
’99 dataset. The CART algorithm is described 
below. 

Algorithm: CART for IDS Input: Clusters of 
data, Output: Decision tree- classified data 

Step 1: Create a node N 

Step 2: If tuples in clusters (C) are of same class 
M then return N as leaf node labeled with class M. 

Step 3: Otherwise, apply Attribute selection 
method (Gini Index) to find the best splitting 
criterion. 

Step 4: Label node N with the splitting criterion j. 

Step 5: If splitting attribute is discrete-valued and 
multi way splits allowed then attribute list = 
attribute list - splitting attribute. 

Step 6: Let Cj be the set of data of cluster that 
satisfy outcome of j. If Cj is empty then attach 
leaf labelled with majority class of C to node N 
Else repeat step 3.1 to 3.5. 

//Partiton tuples and grow decision tree for 
each partition. Step 7: Return N. 

Step 8: Classify the instance as normal or anomaly. 

 
2. PROPOSED METHODOLOGY 
 

 In order to increase the detection ability of 
IDS and prevent the service providers from attack, 
we propose an efficient algorithm for IDS. This 
section provides the details about the proposed 
scheme. The proposed scheme mainly consists of 
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three phase namely: (i) Feature Selection; (ii) 
Trust Value Computation; and (iii) Classification. 

FEATURE SELECTION 

The first step of the proposed approach is to select 
the features from the input data set. This step is 
important because it involves to identifying those 
features of the data that may trigger an alarm 
when an intrusion is suspected. In this paper, a 
Correlation-based feature selection (CFS) is 
proposed to optimize the efficiency of the feature 
selection process and enhance the accuracy of the 
classification. The main concept of this approach 
is to evaluate the relevance and the redundancy of 
the selected feature subset which is searched in 
the given search space for the optimal solution. 
CFS is one of classical filter algorithms that 
choose features according to the result of the 
heuristic (correlation-based) assessment function. 
The preference of this function is to select subsets 
whose features are extraordinarily related with the 
class but uncorrelated with each other. While 
insignificant features that show low association 
with the class ought to be ignored on the grounds, 
repetitive features are chosen due to high relation 
with at least one of the rest of features. The 
acknowledgment of a feature will rely upon the 
degree to which it predicts classes in territories of 
the instance space not as of now anticipated by 
different features. The feature subset assessment 
function in CFS is as: 

In Eq. 1, Ms is the heuristic evaluation for a feature 
subset s including k features, ̅�̅��̅̅��̅� is the mean 
correlation degree between features and the 
category label, and  ̅�̅��̅̅��̅� is  the average inter-
correlation degree among features. The evaluation 
of CFS is a method of correlation based on feature 
subsets. A bigger ̅�̅̅��̅��̅� or smaller ̅�̅��̅̅��̅� in acquired  
subsets by the method produce a higher evaluation 
value, and the set of features with the highest value 
found during the process is utilized to reduce the 
size of both the training and testing set. The feature 
selection process of the CFS approach is presented 
in Algorithm 1. The main parts of the CFS- 
algorithm can be summarized as follows: 

Algorithm 1: CFS approach for 
feature selection Input: Training 
Dataset and Testing Dataset Output: 
Selected Feature Subset Xbest 

1: Initialize a population of n bats Xi = (xi1,….,xiD)T 
(i = 1, 2,…., n) and vi 

2: Initialize frequency fi, pulse emission rate 𝑟𝑡 and 
loudness 

𝑡 
𝑖 

3: Initialize fit(Xi) (cf. Eq.1) and Xbest 

4: Initialize fittemp(i) and Xtemp(i) for solution 
storage 

5: while 1 ≤ t ≤ Max no. of iterations do 

6: for i = 1 to n do 

7: Generate new fi using 

8: Update Xi and vi using 

9: if 𝑟𝑡 < rand (0,1) then 10: 
Select a Xi from Xbest 

11: Generate a new Xnew using 

12: end if 

13: Calculate fit(Xnew) (cf. Eq.1) 

14: if fit(Xi) ≤ fit(Xnew) and N(0,1) < 𝐴𝑡 

Then 

15: fit 

16: Xtemp(i) ← Xnew 

17: Decrease 𝐴𝑡 and Increase 𝑟𝑡 𝑢𝑠𝑖𝑛𝑔 
18: end if 

19: if fit(Xnew) ≥ Max of 
fittemp then 20: Xbest    ←
 Xnew 

21: end if 

22: end for 

23: t = t + 1 

24: end while 

 
TRUST VALUE COMPUTATION 
 
In this section, the trust value of a node is 
estimated based upon the behaviour analysis and 
Residual Energy Level of nodes. For instance, a 
node say “A” estimates the trust value of another 
node “B” based on the behaviour analysis of a node 
A on node B as well as Residual Energy Level of 
B. In this work, utilized the following parameters 
as a trust factor to measure the trust of a node and 
to detect the malicious node from the network. 

Algorithm 2: Trust 
Algorithm Input: Set 
of nodes n 
Output: Set of trustworthy nodes 

Packet Dropping Ratio = No of packets transmitted 
by the node / No of packets received by the node 
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Step 2: calculate the Packet Misrouting Ratio 

Packet Misrouting Ratio = No of packets misrouted 
by the node / Total no of incoming packets 

Step 3: calculate the Packet Falsely 
Injected Ratio Packet Falsely Injected 
Ratio =No of packets falsely injected by 
the node / Total no of incoming packets 
Step 4: calculate the Packet Altering 
Ratio 

Packet Altering Ratio = No of packets altered by 
the node / Total no of incoming packets 

Step 5: calculate the Residual Energy Level and 
EThreshold Residual Energy Level = Ecurr / Einitial 

 REL(n) 
EThreshold = i1 / n 
Step 6: if (PDR < dmin) and (PMR < mmin) and 
(PFIR < fmin) and (PAR < amin) and (REL < 
EThreshold )then 

Node i is labelled as highly 
trusted node Else 

Step 7: if ( dmin ≤ PDR ≤ dmax ) and ( mmin ≤ 
PMR ≤ mmax ) and ( fmin ≤ PFIR ≤fmax ) and 
(amin ≤ PAR ≤ amax ) and  
Step 8: if ( PDR > dmax) and (PMR > mmax) 
and( PFIR > fmax) and ( PAR > amax) and 
(REL > EThreshold ) then  
Node is labelled as malicious node 
Node i is isolated from the network 
End if 
End if 
End if 
End for 

 
CLASSIFICATION 

The final combined subset is used as an input to 
the classification stage. The main objective of this 
research is to develop an efficient intrusion 
detection system by improvement in existing 
methods. Random forest is a widely used method 
in NIDS. Random forest is one of the most 
successful classifiers. It is a classification 
algorithm obtained through extending the decision 
tree classifiers using ensemble learning 
techniques. The existing original random forest 
(RF) algorithm has some challenges in feature 
selection process, selection of classifiers, selection 
strategy for random features for various training 
and also challenges in combination steps. In this 
research paper we are presenting a network 
intrusion detection system based on Modified 
Random forest classifiers. Proposed Secured 

random forest algorithm (SRFA) is combination 
of unpruned classifiers and CART (regression 
tree) with bagging approach. From the selected 
features, SRFA selects the best features and built 
the decision tree, a sampling variable and 
confusion matrix are used for identification of 
data more accurately and efficiently. 

Algorithm 3: SRFA 
Input: Data set D with various entries. ( 
Dtrainging= {D1, D2…….Dn} where Dtrainging= 
training data set 

Output: Resulting data set Dresulting, with better 
detection dare and accuracy 

Step 1: Create decision tree and learning 

 Retrieve data set and upload it on weka 
Step 2: Tree bagging by bootstrap method 

 Apply bagging or bootstrapping 
approach on the data set, it divides the 
data set into different subset of data set 
with replacement of rows 

 Given a training set X = x1, ..., xn with 
responses Y 
= y1, ..., yn, 

 Bagging repeatedly (B times) 
 Selects a random sample with 

replacement of the training set and fits 
trees to these samples: For b = 1, ..., 
B:Sample, with replacement, B training 
examples from X, Y; 

 Call these Xb, Yb. 
 Train a decision or regression tree fb on 

Xb, Yb. 
 After training, predictions for unseen 

samples x' can be made by averaging the 
predictions from all the individual 
regression trees on x':- 

 Select by taking the majority vote in 
the case of decision trees 

Step 3: from Bagging to Random Forest 

 Check all the value in each field, column 
and for each attribute 

 Find the best selection 
 Applying Splitting criteria ( ) 
 Generates all the label nodes based on 

splitting criteria function 
 Apply CART () 
 Measure accuracy for each of the 

Decision Tree 
Step 4: Extra Trees 

 Check the entire extra tree 
 Match with new results 
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Step 5: Merging 

 Attach a leaf labeled with the majority 
class in D to node N 

 Attach the node return by generate 
decision tree (generate () ;) to node N; 

Step 6: Return Tree_N 

 
3. EXPERIMENTAL RESULT 

 
In this section, an experiment has been conducted 
which shows the comparison of proposed algorithm 
with different classification algorithms on the same 
dataset as mentioned in the paper. The 
classification algorithms used in this paper are 
Random Forest (RF), Decision Tree (CART). 
Results show that proposed algorithm (SRFA) has 
better accuracy than other algorithms. All 
experiments are performed by using an Intel(R) 
CORE™ i5- 3210M CPU @ 2.50GHz, Installed 8 
GB RAM and 32-bit Operating system. For all  
 
 
 

 
 

Figure 1: Comparison of Accuracy 

 
simulations, we trained and tested the performance 
of the classifiers on the NSL-KDD datasets by 
using knime tool. The Algorithms analysis is done   
by comparing their accuracy, precision, recall, True 
Positive Rate (TPR), False Positive Rate (FPR), 
detection rate and false alarm rate 

Two benchmark datasets, KDDCup 1999 and 
NSL-KDD, are widely used for simulation of 
IDSs. The NSL-KDD dataset is an improved 
version of the KDDCup 1999 dataset where 
redundant and duplicated data is removed from 
the training and testing datasets. Every instance of 
this dataset has 41 features and is labeled as either 

normal or attack. The attack types fall into the 
following four classes: 

 Denial of Service (DoS) attacks: In 
this type of attack, the intruder tries to 
keep the network busy by exploiting the 
bandwidth that results in denial of 
service for legitimate requests. 

 User to Root (U2R) attacks: By 
logging in as a normal user, the intruder 
tries to access the system with root 
privilege. 

 Remote to Local (R2L) attacks: The 
attacker tries to locate vulnerability to 
access the system remotely. 

 Probing: The intruder tries to gather 
information about a network in order to 
bypassing its security policy 
 

Accuracy 
As shown in Figure 1, all tested classifiers achiev 
and above in terms of detection accuracy, thus 
indicating that most of the decision tree based IDS 
is properly detecting the attacks. Figure 1 also 
shows that SRFA has the highest detection 
accuracy rate at 99.54% and outperforms the other 
classification algorithms. The accuracy of any 
classifier depends on the type of data, sample size, 
and data dimension. The result concludes that RF 
outperforms the other classifier algorithms in term 
of accuracy detection might be because of a small 
data size with a small set of features was used. 
Ahigh number of feature sets can have negative 
effects on the accuracy of RF, thus performing a 
feature reduction before using the dataset is highly 
recommended to evaluate the accuracy of the RF 
algorithm. But in proposed (SRFA) algorithm 
produce good accuracy result both small and large 
size datasets. 

  False Positive Rate (FPR) and True Positive 

  Rate (TPR)  

The graphical representation of performance result 
is given below the figure 2 and figure 3 displays 
the TP rate and FP rate respectively three machine 
learning algorithm with NSL_KDD data set. It 
shows the true positive rate results using 41 
attributes for training data compared to three 
algorithm SRFA (>99%) with other. And it shows 
the false positive rate results using 41 attributes for 
training data compared to other the SRFA 
algorithm only (<0.03 %). 
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Figure 2: False Positive Rate Of The Proposed 
Algorithms 

 
 
 

 

 

 

 

 

 

Figure 3: True Positive Rate Of The Proposed 
Algorithms 

False Alarm Rate (FAR) 

This metric calculates how often the 
model is predicting a positive result wrongly. It 
provides indication of possible error of the model, 
thus lower value is better. Figures 4 present a 
comparative study of false alarm rate of the 
proposed and existing method. The average false 
alarm rate achieved by proposed algorithm is 0.34 
compared to others. For example, in figure 4 the 
false alarm rate for DOS is 2.59 in the work of 
CART and 1.02 for RF, but in the proposed work, 
the value is minimized to 0.27 and for PROBE, 
U2R, and R2L also the false alarm rate value has 
decreased drastically. 

It eliminates the biasness of records gain when 
there are many consequence values of an attribute. 
At first, calculate the achieve ratio of every 
attribute. The root node will be the attribute 
whose acquire ratio is maximum. C4.5 makes use 
of pessimistic pruning to do away with useless 

branches in the selection tree to improve the 
accuracy of classification. Intrusion detection 
algorithm based on C4.5 can be divided into three 
levels. 

 

 

Figure 4: Performance Comparison On False Alarm 
Rate Of Proposed Work And CART, RF. 

Precision and Recall 
Precision is outlined because the proportion of 
positive predictions that created by the classifier 
that are true. The precision rate straight forwardly 
influences the performance of the system. The 
Recall rate are additionally a vital value for 
estimating the execution of the recognition 
(detection) system and to demonstrate  

 

 

 

 

 

 

 

 

 

 

Figure 5, It Is Due To The Normal Traffic Is Big 
Enough To Be Recognized 

the extent of occurrence shaving a place with the 
positive rate that are effectively anticipated as 
positive.. Along with the percent of training 
samples increased, the precision of each algorithm 
gets better. And the method of SRFA gets the 
better performance than others. Based on the 
recall, in figure 6 shows proposed algorithm have 
the highest recall of about 95.48%, whereas RF 
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have a recall of 89.55%. CART had the lowest 
recall with 87.72% 

 

 

Figure 6: Comparison By Recall 

 

 

Figure 7: Compare Proposed Algorithm With CART And 
RF By Detection Rate 

 

PERFORMANCE EVALUATION AND 
RESULTS 

To evaluate our detection system, we applied the 
evaluation criteria as follows: 

• Detection Rate (DR): it is the 
percentage of normal and attack data 
are classified correctly from the given 
number of total dataset records. 

• False Positive Rate (FPR): it is when 
normal connections are incorrectly 
classified as intrusions or attacks. 

• True Positive Rate (TPR): portion of 

intrusions properly diagnosed. 
• Precision: is the fraction of retrieved 

documents that are relevant to the query 
 

4. CONCLUSION 
 
Because of the fast growth of the internet, many 
techniques are used to avoid intrusions. However, 
still, there is a need to develop more efficient 
systems that detect new or unique intrusions. 
There are different algorithms using which 
anomaly based intrusion detection can be 
performed. In this comparative analysis of study, 
Random Forest has very large classification 
accuracy but sometimes slow in predictions. It can 
be concluded that by examine these algorithms, 
the best-suited techniques according to the 
network scenarios can be chosen to design 
efficient Intrusion Detection Systems which can 
detect attacks with high accuracy. In this paper, 
proposed a new intrusion detection system using a 
Secured Random Forest Algorithm (SRFA) is 
combination of unpruned classifiers and CART 

(regression tree) with bagging approach. The 
experimental results on KDD dataset proposed 
algorithm achieved high detection rate on 
different types of network attacks. From the 
observed results it can be concluded that the 
Secured Random Forest Algorithm (SRFA) 
classifier outperforms other classifiers for the 
considered data-set and parameters. 

Intrusion detection is one of the main research 
problems in computer security. The main goal is 
to detect infrequent access or attacks to protect 
internal networks from attacks. In this paper, a 
novel detection approach called SRFA has been 
proposed. The proposed IDS reduce the 
complexity of the system by selecting important 
features in the datasets. From the simulation 
results the performance of the proposed system is 
analyzed with SVM and C4.5. Compared to the 
single algorithms, combining with multiple 
algorithms has given much better results. The 
proposed algorithm outperforms other existing 
approaches. Simulation results demonstrate that 
the proposed algorithm is successful in detecting 
misuse and anomaly intrusion detection system. 
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