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ABSTRACT 
 

Virus infected diseases are increasing rapidly. SARS covid -19 is one emerged into human body to extinct 
the human life. Prediction of the rapid changes and meticulous interpretation of the type of decease is 
challenging. Various stages of the risk severity prediction and interpretation is challenging. This paper 
discussed various machine learning algorithms applied on X-radiation chest images to predict the severity 
of the decease. Significant features are extracted using Principal component analysis (PCA). Bagging, Ada 
boost, XG boost, KNN machine learning methodologies applied to achieve the reliable performance. 
Bagging methodology shows dominant performance over other machine learning methodologies with 
98.82% precision value and 98.67% accuracy. The F1 score and recall value is significantly good with 
98.755 and 98.69 respectively. Bagging methodology is much reliable to interpret X-radiation images for 
Sars Covid-19 infections.  
Keywords: SARs Covid-19, X-radiation images, Bagging, Ada boost, KNN, XG boost, PCA. 
 
1. INTRODUCTION 
 

  The work is focused on Sars covid severity 
detection and prediction. This paper aimed to 
analyze the X-radiation (X-radiation) images. The 
raw X-radiation image is pre-processed in four 
stages.  

Stage1: The image is transformed into grey scale 
level.  

Stage2: The grey scale level image is resized. For 
better interpretation of the severity level, without 
losing valued information, the image is resized.  

Stage 3: Image normalization is done using min. 
max approach  

Stage 4: Adaptive histogram equalization is 
applied to improve the contrast levels of the image.   

The image size is again resized to 224X 224 and 
CheXNet model is applied to extract insight 
features of the image. CheXNet is a convolutional 
neural network with five convolution blocks. It is 
composing of 121-layers. Twenty thousand X-
radiation images are trained for pneumonia 

infections. Max-pool sublayer is used to extract 
significant features of the image. CheXNet model 
generate 9216 significant features.  Image features 
are extracted at both spatial domain and frequency 
domain. With Grey level Co-occurrence matrices 
56 features are extracted. The difference matrices 
built in four directions to extract another set of 56 
features. The feature extractions with frequency 
domain considered the rate change of pixel values 
in special domain. For texture feature extraction 
FFT is used.  

Fourteen significant features are extracted with 
wavelet transform. The image is further processed 
with Principal Component Analysis (PCA) and 
recursive feature elimination (RFE) methods. The 
dataset dimensionality is minimized with PCA. This 
is essential to retain the original features of the 
image. The original data is projected into reduced 
space using eigen vectors of correlation and co-
variance matrix. The projected data represents the 
variance in the dataset. The first components 
describe the maximum data variance and remaining 
components represents the variability in the rest of 
the dataset. The optimal features of the image 
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dataset are selected with Recursive Feature 
Elimination (RFE) approach. RFE applied to extract 
significant influence features to enhance the 
reliability of the classification.  

 K Nearest Neighbors’ (KNN), Random 
Forest (RF), Bagging, extreme Gradient Boosting 
(XGBoost), and Ada boost are considered to 
classify the image and to develop predictive model. 
KNN is used to classify new test points based on 
the maximum election of nearest neighbors (K) in 
the training dataset. With decision tree approach the 
variance is significantly high. To reduce the 
variance, Bootstrap aggregating methodology is 
applied. This approach accumulates the prediction 
of maximum weak learners (decision Tree) and 
build a strong learner to improve the accuracy of 
the output. New training sets are generated using 
original dataset. This dataset is labelled as bootstrap 
dataset. The decision tree is built with each new 
bootstrap dataset. The original dataset is fed with 
the newly built classifiers and then final decision is 
made. The classification results are aggregated and 
produce the end results with random forest 
methodology. 

 Extra tree produced an output by randomly 
considering subset of features. The computational 
speed is much faster with Extra tree than other 
classifiers. Extreme Gradient boosting (XG Boost) 
correct the errors by adding each new tree with 
ensemble model. This iterative process proceeds 
until no further modifications required. Then the 
result is predicated by adding the trees to minimize 
the loss. Supportive vector machine is used to 
achieve optimal decision boundary with 
significantly maximum margin. 

2. METHODOLOGY 
 

The X-radiation image is pre-processed in four 
stages. Stage1: The image is transformed into grey 
scale level. Stage2: The grey scale level image is 
resized. Stage 3: Image normalization is done using 
min. max approach 4: Adaptive histogram 
equalization is applied to improve the contrast 
levels of the image.  The image is further processed 
with Principal Component Analysis (PCA) and 
recursive feature elimination (RFE) methods. The 
dataset dimensionality is minimized with PCA. The 
optimal features of the image dataset are selected 
with Recursive Feature Elimination (RFE) 
approach. RFE applied to extract significant 
influence features to enhance the reliability of the 
classification.  

K Nearest Neighbours (KNN), Bagging, extreme 
Gradient Boosting (XG Boost), and Adaboost are 
considered to classify the image and to develop 
predictive model. KNN is used to classify new test 
points based on the maximum election of nearest 
neighbours (K) in the training dataset. With 
decision tree approach the variance is significantly 
high. To reduce the variance, Bootstrap aggregating 
methodology is applied. This approach accumulates 
the prediction of maximum weak learners (decision 
Tree) and build a strong learner to improve the 
accuracy of the output. New training sets (bootstrap 
dataset) are generated using original dataset. The 
decision tree is built with each new bootstrap 
dataset. The original dataset is fed with the newly 
built classifiers and then final decision is made. The 
classification results are aggregated and produce the 
end results with random forest methodology. Extra 
tree produced an output by randomly considering 
subset of features. Extreme Gradient boosting (XG 
Boost) correct the errors by adding each new tree 
with ensemble model. This iterative process 
proceeds until no further modifications required. 
Then the result is predicated by adding the trees to 
minimize the loss. Total process showed in flow 
chart format in Fig 2.1 below. 

3. RESULTS AND DISCUSSION 

The datasets taken from open source developed 
by Cohen JP. Survival and went-ICU are two 
significant variables considered. The severity 
classification is done based on the intensity of the 
Xray image which represents the Sars covid -19. 
High severity represents the patient survival is false. 
Severity moderate level represents the patient is 
safe and intensive care unit required is true. Low 
severity represents the patient survival is true and 
intensive care unit requirement is false. 80 percent 
of the images are considered for training and 20 
percent of the data sets are considered for testing. 
The data sets are grouped with patient Id for 
meticulous analysis. The variance ratio for twenty-
four components shows 95% from actual data. So, 
the principal components elected twenty-four 
features are handcrafted features. Similarly, the 
variance ratio is 102, so the number of components 
is 102. The H parameters are tuned for improving 
the performance of various methodologies. For 
KNN, n-neighbours are considered as ten. For RF 
estimator is hundred, depth is six, For XGboost 
N_estimator is hundred, learning rate is 0.3, sub 
sample is 0.4. for Bagging classifier n_estimator is 
hundred, base estimator is same as decision tree, 
Max. Estimator is 0.25, Max. samples are 0.9. 
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The performance evaluation is done for 
ADABOOST, Bagging Classifier, XGBOOST, 
KNN and CNN deep learning methodology to 
predict COVID severity using Accuracy, Precision, 
ecall, Confusion Matrix and FSCORE. The 
performance evaluation is stated below in Figure 
3.1. 

The input X-radiation datasets are tagged with 
different labels like Normal, COVID, COLD and 
Pneumonia. The accuracy of a methodology is 
enhanced by applying PCA to elect significant 
features from the image. Jupiter notebook is used to 
run different methodologies.  

Table 3.1. Quality metrics for various algorithms 

Algorit
hm 
name 

Precisi
on 

Recall F1 
Score 

Accura
cy 

KNN 85.6843
21 

83.5242
05 

84.4116
13 

83.2449
16 

Baggin
g 

98.8236
30 

98.6954
65 

98.7557
03 

98.6737
40 

XGBoo
st 

98.3706
75 

98.3391
85 

98.3534
83 

98.2758
62 

AdaBo
ost 

62.2796
05 

63.9232
64 

62.9860
20 

60.5658
71 

CNN 96.1139
44 

95.1521
89 

95.5839
42 

95.2696
73 

 

The confusion matrix for various methodologies 
represented in fig.3.1.  The true_ labels are shown 
on Y-Axis and Predicted_ labels are shown on X-
Axis. distinctive colour boxes in diagonal 
represents true prediction count. Blue colour boxes 
represent false prediction count.  KNN 
methodology exhibits 84% accuracy Bagging 
Classifier, and we got its accuracy as 98.58%. 
XGBOOST produced accuracy is 98.23%. 
AdaBoost produced accuracy is 60%. with CNN 
achieved 95.26% accuracy. The prediction count 
with bagging classifier is superior to other 
classifiers. The incorrect prediction count is 1.41 
percentage. The incorrect prediction count with 
XGBoost is 1.7 percentage only. Bagging classifier 
and XG boost shows reliable methodologies to 
predict COVID-19 severity detection.  

The performance metrics of all the algorithms are 
represented in Fig. 4.3 The X-Axis represents 
various methodologies and each colour bar 
represents metrics (accuracy, precision, F score and 
Recall) of the testing images. Bagging classifier 
exhibits superior performance over other 
methodologies. XG Boost also competing with 

bagging classifier to analyze the X-radiation 
images. 

 

Fig 3.1. (a), (b), (c) are original Images and (d), 
(e), (f) are preprocessed images 
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Fig 3.2 Predicted images set 1 

 
Pre-processed images are represented in Fig.3.2. d, 
e, f represents the quality images with good 
resolution.  
Fig3.2. (a) represents covid severity is very high.  
Fig.3.2. (b) represents viral pneumonia.  
Fig.3.2. (c) represents normal image. 
Fig.3.2. (d) represents lungs infected due to cold. 
 

 
Fig 3.3 Predicted image Set 2 Covid Detected X ray 

Images 
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Fig 3.4 Predicted Image set 3 Viral Pneumonia 

detected X ray Images 
 

 

 
Fig 3.5 Predicted Image set 4 cold detected X ray 

Images 
 

 
Fig 3.6 Predicted Image set 5 Normal detected X 

ray Images 
 

Posteroanterior chest X-Rays (PA) fig.3.4. 
are considered SARS COVID-19 detection with 
chest X-RAY findings from the above images 
shows ground glass opacities and ground glass 
opacities with morphology. Patchy multifocal 
distribution is also traced. It had been observed the 
multifocal distribution in the lower field is bi lateral 
and peripheral only. Rounded bilateral peripheral 
opacities are traced in the lower portion of PA chest 
X-ray images. Both the lungs are extensively 
involved with peripheral opacities. Ground glass 
opacities are traced at central and lower lobe. Both 
the lobes are involved, and pleural effusion is 
found. These findings suspect severe covid-19 
infection. Pneumonia PA Chest X-ray images 
Fig.3.5. shows lobar consolidation and masses 
involvement of left and right-side lungs. Pleural 
effusion found at lower region of the lungs 
including cavitation at lower region. These findings 
may be suspected covid-19 with pneumonia. Fig 
3.6. are considered cold detection with chest X-
RAY findings shows masses involvement of left 
and right-side lungs. Fig 3.6 shows normal images 
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which means no involvement of any of the above 
mentioned disorders. 
 
4. CONCLUSION 
 
The features extracted from X-radiation images 
using PCA and RFE are further processed with 
Random Forest, Bagging, XG boosting and KNN 
methods.  The selected ‘52’features are extracted 
with PCA and RFE are merged to achieve better 
results. The merged features are processed with 
bagging classifier shows improved results over 
other methods. The precision is 98.82% and 
accuracy is 98.69% and specifically F1 Score is 
98.755. Ada boost methodology shows inferior 
results. The Ada boost methodology shows metrics 
such as accuracy of 38.10 %, precision is 36.54%, 
F1 Score is 35.76% and recall value is 34.77% less 
values over Bagging Classifier.  XG boost 
methodology is much compete with bagging 
classifier.  The metrics of XG boost precision id 
0.453%, accuracy is 0.398%, F1 Score is 0.402% 
and Recall value is 0.356 lesser values over 
Bagging classifier.  
For meticulous estimation of the results Bagging 
classifier is much superior over other 
methodologies specifically for Sars Covid infected 
X-radiation images. Computed tomography (CT) 
imaging is expensive over X-radiation imaging. 
Processing PA chest X-ray images and interpreting 
the severity of the decease is significantly 
beneficial to minimize medical diagnosing 
expenses.  
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Fig 2.1 Flow Chart For Severity Classification Of Covid Using X- Radiation Images 
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Fig 3.1 Confusion Matrix For Various Algorithms 

 

 
 
 
 


