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ABSTRACT 
 
This research presents a comprehensive system that utilizes computer vision and deep learning techniques to 
develop the detection of multiple food methods. Despite the incorporation of deep learning techniques, the 
effectiveness of the existing detection method for different food products is unsatisfactory due to 
the utilization of ResNet-101 for feature extraction. The features maps of the ResNet-101 exhibit a size 
reduction or may vanish entirely following the down-sampling process. The ResNet-101 blocks may have 
been subject to varying degrees of repetition, with certain blocks receiving a restricted number of repeats and 
others being excessively repeated. There is an ongoing need to develop the rate of detection in the field of 
food recognition. The procedure under consideration consists of a series of primary steps. The optimization 
of the ResNet-101 block entails the careful selection of an appropriate number of repetitions. A 
supplementary convolutional layer is suggested. The results produced from this approach were later 
compared to the outcomes reached by the latest algorithms in object detection, specifically Mask R-CNN and 
CASCADE R-CNN. The evaluated algorithm exhibits exceptional performance in accuracy AP over multiple 
thresholds. The numbers regularly exceed the relevant criteria of three commonly utilized techniques. The 
thresholds demonstrate higher magnitudes than the thresholds of three frequently utilized methods. 
Keywords: Deep Learning, Object Detection, Resnet-101, Features Maps, Down-Sampling Process. 

1. . INTRODUCTION 
 
The importance of eating cannot be overstated about 
individuals' nutritional well-being and overall quality 
of life [1]. The efficient identification and 
categorization of food photos depicting daily meals 
enables individuals to acquire useful data and 
proficiently evaluate and condense their 
requirements [2]. For detection, individuals not 
medically diagnosed with specific dietary restrictions 
might strive to maintain a balanced nutrition intake 
[3,4]. Conversely, individuals diagnosed with 
diabetes are advised to abstain from consuming 
dishes that are rich in sugar [5]. Furthermore, 
healthcare professionals can assess a patient's prior 
dietary patterns and subsequently provide 
appropriate and rational dietary guidance [6]. 

The detection of food images has consistently been a 
subject of interest and importance. In a previous 
study [7], researchers introduced statistical 
techniques for determining the features of dish 
photographs to facilitate food identification. In the 
study conducted by the researcher referenced as [8], 
the random forest algorithm was employed to extract 
shallow features to classify image. The classification 
of dish photographs was examined in [9], focusing on 
using texture Anti-Textons characteristics. In these 
instances, the method accuracy and ability 
performance is subpar.  

The utilization of convolutional neural networks for 
image classification has been prominent in computer 
vision, owing to the advancements in deep learning 
[10–12]. Kagaya et al. [13] presented the Alex-Net 
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model to classify food photos. [14] demonstrated 
the utilization of a more intricate inception model to 
classify photos of food. [15] employed the Google 
model to categorize photos into two distinct classes: 
food images and non-food images. The advancement 
of object detection approach [16,17] has presented 
increased demands for picture recognition. The 
primary algorithms that are widely used can be 
classified into two distinct types. The proposed 
approach is founded on the convolutional neural 
network known as Region Proposal, which 
encompasses a series of models such as R-CNN [18], 
Fast R-CNN [19], Faster R-CNN [20], and Mask R-
CNN [21]. The R-CNN methods are characterized by 
a two-step approach, wherein they produce candidate 
boxes for the target and subsequently forecast the 
detection outcomes. Another type of method is the 
single-stage approach, shown by YoLo [22–24] and 
SSD [25]. These algorithms rely solely on 
convolutional neural networks (CNNs) to infer 
various objects' categories and spatial coordinates 
immediately. 

In general, it has been observed that the two-stage 
approach exhibits higher detection quality than the 
single-stage method. Notably, the Mask-RCNN 
method demonstrated superior performance in the 
COCO Challenge, surpassing the current single-
model entries in all tasks [26].  

However, the Mask-RCNN algorithm incurs 
significant computational costs, mostly attributable 
to using the ResNet-101 architecture as the backbone 
model architecture. The ResNet-101 model has 
various concerns: Some ResNet-101 blocks could 
have been subjected to a restricted number of repeats, 
and others may have been overly reproduced. There 
is an ongoing need to develop the detection rate for 
food detection. Furthermore, it is seen that the feature 
maps of the ResNet-101 undergo a decrease in size or 
may even disappear completely as a result of the 
down-sampling procedure.  

The ResNet-101 model has been developed with the 
addition of two layers. The optimization of the 
ResNet-101 block necessitates a meticulous selection 
of the optimal number of iterations. It is 
recommended to incorporate a convolutional layer at 
each hierarchical level to optimize the model's 
accuracy. The inherent problems of this endeavor 
hindered the work of segmenting food items. The 
primary goal of this research article is to develop a 

theoretical framework for food detection to address 
the challenges above. Therefore, a novel approach, 
multiple food detection, was proposed, consisting of 
two steps. The initial phase develops the process of 
extracting food features by enhancing RestNet-101. 
This leads to the development of a developed 
ResNet-101 backbone, which effectively addresses 
the issue of low detection rates. The subsequent phase 
entails the integration of the Region Proposal 
Network (RPN) to facilitate the localization of 
diverse food items. The primary objective of the 
research is to investigate the process of multiple food 
detection. The utilization of the method involves the 
implementation of the Region of Interest (RoI), for 
instance, segmentation, hence facilitating the 
extraction of distinct attributes about each instance. 

The assessment of the multiple food detection 
encompasses two metrics, such as the average 
intersection over union (IoU) score with different 
thresholds, also known as average precision (AP). 

 
2. . PROPOSED METHOD  

 
The present study provides the spotlight 

on the process of multiple food detection. 
Specifically, it addresses the identification of 
tasks associated with numerous food items and 
the localization and detection of each food 
item from the provided image. Several factors, 
including the presence of many food items and 
their differences in color and size, make these 
tasks challenging. Consequently, we need to 
extract richer semantic and more abstract 
features to describe many food images and 
obtain the best results.  

 
CNN, an abbreviation for Convolutional Neural 
Network, is a deep learning framework that 
leverages various inputs, including audio, images, 
text, and video. CNNs have demonstrated a 
significant level of precision across several areas, 
such as object detection [26-29]. Many CNN 
designs, such as AlexNet, VGG, and ResNet-101, 
are commonly acknowledged as backbone 
networks. The ResNet-101 design has been 
considered a viable method for attaining developed 
precision in object detection [21]. The ResNet-101 
model provides superior performance by utilizing a 
deep neural network architecture that integrates a 
sequence of blocks specifically engineered to 
address the issue of gradient vanishing. The 
accomplishment of this is facilitated with the 
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incorporation of expedited connections.  
 
Nevertheless, ResNet-101 exhibits many concerns: 
Some ResNet-101 blocks may have been subjected 
to a restricted number of repeats, while others may 
have been overly repeated. There is an ongoing 
need to develop the detection rate for food 
identification. The ResNet-101 design has been 
improved to include three distinct phases. The 
optimization of the ResNet-101 block necessitates 
the meticulous selection of the optimal number of 
repetitions. It is recommended to incorporate a 
convolutional layer at each level to optimize the 
model's performance. The proposed improvement 
to the ResNet101 backbone entails modifying the 
initial convolution layer by decreasing the filter size 
and reordering the layers that need more iterations.  
 
Furthermore, a convolutional layer is incorporated 
at each stage to optimize the feature selection 
process, extracting many distinct and precise 
feature maps from the lower-level layers. Figure 2.1 
illustrates the improved version of the ResNet-101 
backbone. Therefore, the current work has devised 
an innovative methodology for identifying several 
food items, resulting in improved precision. 
Consequently, this strategy effectively addresses 
the concerns above. 
The current study addresses the problem of a 
restricted number of repeated blocks, which hinders 
the attainment of developed precision and decreases 
durations for training and testing. The frequency of 
iterations is determined by conducting experiments 
on the ResNet-101 backbone, specifically in the 
context of food data. The experiment involves 
assessing the precision of the ResNet block. If the 
newly obtained accuracy surpasses the previously 
attained accuracy, the ResNet block is iteratively 
replicated until a superior level of accuracy is 
attained. The occurrence of repeats ceases 
whenever the newly attained level of accuracy falls 
below the previously achieved level of accuracy. 
The process of optimization entails the 
determination of the optimal number of repetitions. 
The above technique has been conducted to 
ascertain the blocks that need either further or fewer 
iterations. Following this, the outcome of each step 
is combined with an extra convolutional layer to 
augment the precision of the recommended ResNet-
101 backbone. 
Furthermore, the proposed methodology outlined in 
the study entails the selection of suitable repetitions 
for each block inside the backbone architecture. 
Additionally, it contains the reduction of filter size 
during the first stage to augment the extraction of 

intricate features from the input image. 
Furthermore, the integration of a convolution layer 
is applied at each hierarchical level. Incorporating a 
convolution layer at each stage is a widely adopted 
technique in the implementation of depth-wise 
separable convolutions. The objective of this 
strategy is to disassemble the convolutional layer in 
relation to the depth axis, which leads to improved 
accuracy [29]. In addition, the suggested backbone 
architecture integrates a 1x1 convolution operation 
to effectively reduce the dimensionality of the input 
without compromising any inherent features [29]. 
 
This characteristic demonstrates notable benefits 
throughout the process of summation, as seen in 
Figure 2.1, whereby each stage is outfitted with a 
unique channel. The suggested backbone 
architecture receives an image as input and 
produces a feature map of a predetermined size 
across many layers. The objective of this strategy is 
to improve the effectiveness of the selected method 
by combining many local feature maps and 
extracting both shallow layer feature maps and 
strong semantic features, as seen in Figure 2.1.  
The decrease in spatial resolution of the robust 
semantics features can be attributed to the down 
sampling procedure. As a result, the suggested 
backbone integrates the bilinear up sampling 
technique in order to augment the resilience of the 
features, amalgamating them with the feature map 
obtained from the preceding steps. The objective of 
this merger is to provide a comprehensive 
understanding of semantics and to create a feature 
map that possesses the utmost level of detail. 
 

 
 

Figure 2.1. Proposed Method Of Multiple 
Food Detection 
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3. . EXPERIMENTS, RESULTS AND 
DISCUSSION 

 
In this part, a series of tests were done to 

evaluate the performance of the proposed 
technique in detecting numerous food images. 
This section commences with a description of 
the evaluation metrics and experimental 
conditions. Subsequently, we present the 
experimental data and analyze multiple food 
image detection. 

 
3.1 Datasets 
The experiments are conducted on multiple 
food detection dataset [30], which includes 
27,000. 
80% images for training, 20% for validation  
 
3.2   Implementation Details 
To assess the efficacy of the suggested 
methodology, a comparative analysis is 
conducted between the proposed approach and 
two established models, namely the standard 
Mask R-CNN and CASCADE R-CNN. The 
assessment metrics for detection include using 
Average Precision (AP) as evaluation 
indicators. AP is a reliable measure for 
assessing the degree of similarity between the 
actual target and the predicted target. 
Regarding the consumption of the model, it 
mainly pertains to the size of the model and the 
duration required for training.  The 
experiments were performed using the GPU 
model Tesla V100 with a memory capacity of 
16 GB, as well as the virtual central processing 
units (VCPUs) with eight cores and a memory 
capacity of 16 GB. The implementation used 
Tensorflow 2.0 and Python 3.6. 
 
The dimensions of the anchor are defined as 
(128, 256). A value of 512 is assigned to the 
aspect ratio, defined as (0.5, 1, 2). Stochastic 
gradient descent (SGD) optimizer is used in 
the training. The learning rate was configured 
to 0.001, the momentum was set at 0.9, and the 
training process consisted of 50,000 epochs. 
 
3.3   Result Of Resnet-101 Backbone 

 
The ResNet-101 backbone was carefully 

designed, taking into consideration the optimal 
amount of duplicates for each convolution 
block. Additionally, using convolutional 
layers at certain levels has been found to 

improve the accuracy of food detection 
significantly [31]. 
The approach was built by using food visuals 
as a foundation. Furthermore, using 
convolutional layers at a certain level has been 
seen to improve the precision of food detection 
significantly. 
 
The procedure entails the collection of local 
feature maps from each step and extracting the 
ultimate feature maps. The final feature map is 
acquired by aggregating the local feature maps 
from each phase through the summation 
process. Subsequently, the feature map is 
employed as the input provided to the 
subsequent component inside the multi-food 
detection methodology. The RPN operates by 
the principles of Mask R-CNN. The 
performance of the ResNet-101 model that 
was constructed is depicted in Figure 3.1. 
Experiments were carried out at every level of 
ResNet-101, and the ideal number of 
repetitions of the ResNet-101 block was 
identified during the training process [32]. 
Subsequently, further convolution layers were 
included in some stages. 
 

 
 

Figure 3.1. Result Of Resnet-101 
Backbone 

 
3.4   Evaluation results of the enhanced multiple 
food detection method with different state-of-
the-art methods 
 
A comparison was conducted between the 
performance of the proposed method with the state-
of-the-art techniques, namely Mask, R-CNN, and 
CASCADE R-CNN; these methods were then 
trained and tested with various thresholds 
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amounting to 0.5, 0.75, 0.9. The comparison is 
shown in Table 1. The outcome indicates that the 
proposed method exhibits a superior solution. 
 

Table 1. Multiple Food Object Performance With 
Different Thresholds (0.5, 0.75) 

 
The proposed enhanced feature extraction for the 
multiple-food detection method produces the best 
result due to the developed ResNet-101 backbone by 
selecting duplicates of blocks. Furthermore, by 
adding the convolution layer.  
 
The performance of the enhanced feature extraction 
for multiple-food detection method compared with 
another state-of-the-art method. Based on the result, 
the proposed enhanced feature extraction for multiple 
food detection methods has a better solution. 
 

4. CONCLUSION 
 

In this research, a method for multiple food image 
detection of the improved framework of Mask R-
CNN was presented. To fulfill the objective of the 
study proposed a new method; the experiment 
results on multiple food datasets demonstrate that 
proposed work can significantly improve the 
detection efficiency of the multiple food images. 
 
Hence, this study has successfully developed an 
enhanced ResNet-101 backbone for multiple food 
detection. The proposed framework shows superior 
performance in accuracy AP across various 
thresholds. The thresholds utilized in this study 
exhibited greater values than the state of art 
methods. Namely Mask R-CNN and CASCADE R-
CNN.  
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