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ABSTRACT 
 

This paper presents a novel approach for food image classification using a combination of the Swin 
Transformer model and a support vector machine (SVM) classifier. The proposed method surpasses the 
performance of the original Swin Transformer model trained on ImageNet, achieving an impressive accuracy 
of 91.05% on the testing dataset. Comparative evaluation shows that the SVM classifier enhances the 
classification capabilities of the Swin Transformer, outperforming the baseline approach. The results 
highlight the efficacy of the Swin Transformer as a feature extraction model for food image classification 
tasks. The integration of deep learning with traditional machine learning techniques, as demonstrated by the 
SVM classifier, shows promise for improving classification accuracy in various applications such as food 
recognition systems and dietary analysis tools. Future work includes further optimization of the proposed 
method, exploring domain adaptation and transfer learning techniques, and investigating advanced fusion 
methods to achieve even higher classification accuracy and improved generalization across diverse food 
domains. 

Keywords: Food Image Classification, Deep Learning, Vision Transformer, Swin Transformer, Feature 
Extraction, Support Vector Machine 

 
1. INTRODUCTION 

Food image classification has gained attention 
due to its broad applications, driven by social media, 
food blogging, and dietary monitoring systems. The 
demand for automated food item identification spans 
nutrition analysis, recipe recommendation, menu 
recognition, and quality inspection. Automatic 
classification of food images has the potential to 
revolutionize our interaction with food data. 
Advancements in deep learning models and large-
scale datasets have enabled researchers to tackle the 
complexities of food recognition. State-of-the-art 
computer vision techniques are being leveraged to 
improve the accuracy and efficiency of food image 
classification. Accurately classifying food items 
from images is challenging due to variations in 
shape, color, texture, and size [1]. Lighting 
conditions during image capture can introduce 
inconsistencies, and intra-class variability adds 
further complexity [2]. Overcoming these challenges 
is crucial for unlocking the full potential of computer 
vision in food image analysis and enabling accurate 
and automated food recognition. 

There is a research gap in utilizing the Swin 
Transformer [3], a cutting-edge vision Transformer 
[4], for feature extraction in food image analysis. 
While convolutional neural networks (CNNs) are 
extensively studied for this task, the Swin 
Transformer offers unique advantages, such as its 
hierarchical architecture and shifted windowing 
scheme, making it adaptable for image 
classification. However, its application for food 
image classification, particularly combined with 
Support Vector Machine (SVM) [5], is largely 
unexplored. This research aims to investigate the 
effectiveness of the Swin Transformer for feature 
extraction and its compatibility with SVM 
classifiers, advancing the field and providing 
insights into its potential for computer vision tasks. 
The main objectives are to assess the Swin 
Transformer's effectiveness in feature extraction for 
food image classification and evaluate the 
performance of an SVM classifier using these 
features. By applying the Swin Transformer to food 
images, this research aim to capture meaningful 
visual features to enhance food classification. 
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Additionally, this study seek to assess how the SVM 
classifier leverages these features for accurate 
classification. The primary goal is to demonstrate the 
potential of the Swin Transformer and SVM for 
improving the accuracy and effectiveness of food 
image classification. 

In this study, the demonstration used the Food-
101 [6] dataset, consisting of training and testing 
sets. The training set was used to optimize the Swin 
Transformer model's parameters, while the testing 
set evaluated the performance of both the model and 
the SVM classifier. This research's main contribution 
is utilizing the Swin Transformer for feature 
extraction in food image classification, combined 
with an SVM classifier. The study address the 
research gap in food image classification and 
advance computer vision techniques in this area. Our 
work demonstrates the Swin Transformer's 
effectiveness in capturing discriminative features 
from food images, improving classification 
accuracy. The integration of the SVM classifier 
provides a robust framework for food image 
classification. Our research has practical 
implications in dietary monitoring, nutrition 
analysis, and restaurant menu recognition. Accurate 
classification enables personalized nutrition 
recommendations, automated food tracking, and 
efficient menu recognition systems. Overall, this 
study bridge the gap between vision Transformer 
advancements and their real-world application, 
advancing the state-of-the-art in food image 
classification. 

The primary contribution of this research lies in 
the utilization of the Swin Transformer model for 
feature extraction in food image classification, 
coupled with the application of an SVM classifier. 
By employing the Swin Transformer, which is a 
cutting-edge vision Transformer model, this research 
address the research gap in the domain of food image 
classification and contribute to the advancement of 
computer vision techniques in this specific area. Our 
work extends the current knowledge by 
demonstrating the effectiveness of the Swin 
Transformer in capturing discriminative features 
from food images, leading to improved accuracy in 
classification. Moreover, the integration of the SVM 
classifier provides a robust and interpretable 
framework for food image classification tasks. The 
outcomes of our research have practical implications 
in various domains, including dietary monitoring, 
nutrition analysis, and restaurant menu recognition. 
The accurate classification of food images can 
enable personalized nutrition recommendations, 
facilitate automated food tracking for dietary 
purposes, and enhance the efficiency of restaurant 

menu recognition systems. Overall, our research 
contributes to the field of food image classification 
by bridging the gap between the latest advancements 
in vision transformer models and their practical 
application in real-world scenarios, ultimately 
advancing the state-of-the-art in this domain. 

The remaining sections of this paper are 
organized as follows: In Section 2, this exploration 
provide an overview of the related work on food 
image classification and deep learning models. 
Section 3 presents the theoretical background and 
concepts pertaining to the deep learning models 
employed in our study. In Section 4, this research 
cover the detailed methodology, including the 
implementation steps, architectural details of the 
Swin Transformer model, and SVM classifier. 
Section 5 is dedicated to presenting the results and 
analysis of our experiments, including a 
performance comparison against baseline methods. 
Finally, in Section 6, this study conclude the paper 
by summarizing the contributions of our research, 
discussing its limitations, and suggesting avenues for 
future work. 

 
2. RELATED WORKS 

In 2017, Pan et al. [7] proposes a framework 
called DeepFood for the classification of food 
ingredients using deep learning techniques. The 
researchers evaluate the DeepFood framework on a 
balanced multi-class dataset consisting of 41 classes 
of food ingredients, with 100 images for each class. 
They compare the proposed feature extractor with 
popular pre-trained CNN models, including AlexNet 
[8], CaffeNet [9], and ResNet [10]. Experimental 
results show that the deep features extracted using 
ResNet outperform the other models and achieve the 
highest average accuracy. 

The authors also explore different feature 
evaluators, such as PCA [11], CFS [12], and IG, and 
use ranking metrics to select the best deep feature 
subsets. They compare various benchmark 
classifiers (Random Forest [13], Bagging, 
BayesNet) with the SMO classifier [14] used in the 
DeepFood framework. The experiments demonstrate 
that the DeepFood framework, integrating ResNet 
deep feature sets, IG feature selection, and the SMO 
classifier, outperforms other techniques for food-
ingredients recognition. The best model achieves an 
average accuracy of 87.78%. 

The paper concludes by emphasizing the 
effectiveness of the proposed DeepFood framework 
for multi-class classification of food ingredients. It 
combines the advantages of ResNet deep feature 
sets, IG feature selection, and the SMO classifier to 
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significantly improve classification accuracy. The 
research results show a substantial improvement 
over existing methods and provide a high-
performance solution for the automatic classification 
of food ingredients using deep learning. 

In 2018, to address the growing concern of 
obesity and its related health conditions, McAllister 
et al. [15] explored automated food image 
classification for dietary monitoring. They applied 
pretrained ResNet-152 [16] and GoogLeNet [17] 
convolutional neural networks (CNNs) to extract 
deep features from various food image datasets, 
including Food 5K [18], Food-11, RawFooT-DB 
[19], and Food-101 [6]. The extracted features were 
then used to train machine learning classifiers such 
as Artificial Neural Networks (ANN), SVM, random 
forests, fully connected neural networks, and naive 
Bayes. 

The results showed that utilizing ResNet-152 
deep features with SVM and a food-101,g (RBF) 
kernel achieved high accuracy, with 99.4% accuracy 
for Food-5K dataset. Additionally, ANN [20] trained 
with ResNet-152 features achieved 91.34% and 
99.28% accuracy for Food-11 and RawFooT-DB 
datasets, respectively. For the more challenging 
Food-101 dataset, ResNet-152 features yielded a 
moderate accuracy of 64.98% with SVM and RBF 
kernel [21]. The study demonstrated the 
effectiveness of deep CNN features in diverse food 
item classification tasks, with ResNet-152 
consistently achieving higher accuracies across 
multiple datasets. 

This research highlighted the potential of using 
deep learning features extracted from pretrained 
CNNs for food image classification. It compared the 
performance of ResNet-152 and GoogLeNet and 
found that ResNet-152 features consistently 
outperformed in various datasets. Moreover, the 
authors discussed the generalization power of 
ResNet-152 features and the efficiency of using 
generic deep features for binary classification tasks 
like food and non-food classification. The study 
provided insights into the performance of different 
machine learning classifiers and emphasized the 
convenience of combining deep learning with 
traditional machine learning approaches for effective 
image classification. 

In 2020, to develop a feature extraction system 
and fusion scheme based on the characteristics of 
Asian food, Wu, Zhao, & Qu [22] proposed a food 
image classification model using the SLGC (SURF-
Local and Global Color) [23] technique which 
combines image segmentation and feature fusion. 
This system builds a feature representation method 
that combines SURF features, local color 

information and global color information, which can 
extract Asian food image features comprehensively 
and efficiently. At the same time, an image 
segmentation algorithm is used to separate invalid 
interference information and highlight the food 
subject, further enhancing the image classification 
effect. To reduce the influence of food image 
backgrounds on feature extraction, SLGC uses the 
GrabCut [24] algorithm to segment food images. 

Caltech 101 [25] and UEC FOOD 100 [26] were 
used as datasets in their experiments. Caltech101 is 
an integrated image dataset with rich content and a 
wide variety of image types. UEC FOOD 100 is a 
popular Japanese food, which can fully reflect the 
structural characteristics of Asian food. The 
experimental results show that SLGC based on 
fusion features can effectively improve the image 
classification effect with a classification accuracy of 
about 64%. 

Razali et al. [27] compared the performance of 
70 combinations of food recognition approaches, 
consisting of six different CNN-based pre-trained 
models used as feature extractors, one feature 
representation based on the RGB component of the 
image, and ten machine learning classifiers used 
often used for. In addition, two types of datasets are 
used for performance evaluation, namely the Sabah 
Food Dataset [27] and the VIREO-Food172 [28] 
dataset. In the Sabah Food Dataset, it was found that 
the EFFNet [29] + CNN approach gave the best 
performance with an accuracy of 94.01%, followed 
by Xception [30] + SVM (OVO) with an accuracy of 
86.32%. The significant decrease in accuracy from 
94.01% to 86.32% indicates that there may be 
outliers in the EFFNet + CNN model so that it only 
works well on certain training and testing datasets 
from the Sabah Food Dataset and does not represent 
the best overall approach. Whereas in the VIREO-
Food172 Dataset, it was found that EFFNet + SVM 
(OVO) gave the best performance with an accuracy 
of 86.57%, followed by EFFNet + LSVM [31] 
(OVO) with an accuracy of 85.60%. Compared to 
the Sabah Food Dataset, the difference between the 
best performing and second-best performing 
approaches in the VIREO-Food172 Dataset is 
insignificant at 0.97%. 

It can be concluded that the best feature 
representation for the Sabah Food and VIREO-
Food172 dataset is the feature representation based 
on EFFNet. This is supported by the discussion of 
the paper on feature representation Overall Score, 
which shows that EFFNet has the highest feature 
representation Overall Score. A similar comparison 
was made for classifiers, and it was found that the 
LSVM (OVO) classifier provided the best 
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performance for food recognition, followed by 
LSVM (OVO) as the classifier. In terms of 
computational complexity and memory space usage, 
Xception with 2048 feature dimensions, can be 
considered for a small reduction in accuracy 
performance. 

 
3. THEORY 

In the context of this research, computer vision 
plays a crucial role in automating the analysis and 
interpretation of visual data for efficient and accurate 
classification tasks. By harnessing the power of 
computer vision techniques, such as feature 
extraction and pattern recognition, this study aims to 
address the challenges of image classification by 
exploring the potential of the Swin Transformer 
model combined with a SVM classifier. By 
leveraging computer vision capabilities, this 
research seeks to improve the accuracy and 
efficiency of image classification systems, 
contributing to advancements in fields like medical 
imaging, autonomous driving, and video 
surveillance. 

 
3.1 Swin Transformer 

The Swin Transformer introduces a hierarchical 
design and a shifted window approach, which allows 
it to model at various scales, accommodating the 
variations in the scale of visual entities. It constructs 
hierarchical feature maps by starting with small-
sized patches and gradually merging neighboring 
patches in deeper Transformer layers. This 
hierarchical representation enables the Swin 
Transformer to leverage advanced techniques for 
dense prediction tasks like object detection and 
semantic segmentation [3]. 

The shifted window approach in the Swin 
Transformer brings efficiency by limiting self-
attention computation to non-overlapping local 
windows. It computes self-attention within these 
windows, reducing the computational complexity to 
linear with respect to the image size. The shifted 
windows also provide connections among them, 
enhancing the modeling power of the Transformer. 
This approach is more efficient in terms of real-
world latency compared to sliding window methods 
used in previous self-attention-based architectures. 
The Swin Transformer's hierarchical design, shifted 
window approach, and linear computational 
complexity make it a suitable general-purpose 

backbone for computer vision applications. Swin 
Transformer offers a competitive speed-accuracy 
trade-off. It provides an alternative architecture that 
can complement or replace CNNs as the backbone 
network in vision tasks and encourages the 
exploration of unified modeling between vision and 
language signals [32]. 

 

 
Figure 1: Swin Transformer Architecture 

 
Figure 1 illustrates the initial stage of the Swin 

Transformer architecture. The input RGB image is 
divided into non-overlapping patches using a patch 
splitting module, similar to ViT [4]. Each patch is 
treated as a token and its feature is obtained by 
concatenating the raw pixel RGB values. The patch 
size is set to 4 × 4, resulting in a feature dimension 
of 48 (4 × 4 × 3). A linear embedding layer is applied 
to project this raw-valued feature into an arbitrary 
dimension denoted as C. The patch tokens are then 
processed by several Swin Transformer blocks, 
which involve modified self-attention computations. 
These Transformer blocks maintain the number of 
tokens (𝐻 4⁄   ×  𝑊 4⁄ ) and, along with the linear 
embedding, are referred to as "Stage 1". 

To create a hierarchical representation, the 
number of tokens is gradually reduced through patch 
merging layers as the network goes deeper. The first 
patch merging layer concatenates the features of 
each group of neighboring 2 × 2 patches and applies 
a linear layer to the concatenated features, resulting 
in a dimension of 2C. This reduces the number of 
tokens by a factor of 4 (2× down sampling of 
resolution) and defines the output dimension as 2C. 
Subsequently, Swin Transformer blocks are applied 
to transform these features, while maintaining a 
resolution of (H/8) × (W/8). This initial combination 
of patch merging and feature transformation is 
referred to as "Stage 2". The same procedure is 
repeated twice for "Stage 3" and "Stage 4", resulting 
in output resolutions of H/16 × W/16 and H/32 × 
W/32, respectively. As a result, the proposed 
architecture can conveniently replace the backbone 
networks in existing methods for various vision tasks 
[33]. 
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Figure 2: Shifted window method on Swin Transformer 

 
In Swin Transformer blocks, self-attention is 

applied within specific windows, while merging 
occurs in the final feature map. This approach 
effectively addresses the computational challenges 
associated with increasing image sizes in traditional 
ViT models. However, since self-attention is limited 
to fixed windows, the relationships between 
windows are not fully captured. To overcome this 
limitation, the windows are shifted to the right (→) 
and down (↓) by half the window size, enabling the 
calculation of the relationship between two windows 
through an additional round of self-attention. As a 
result, the Swin Transformer allows for 
comprehensive analysis of the entire input image 
using self-attention within individual windows. In 
summary, the Swin Transformer, as depicted in 
Figure 2, ensures a thorough examination of the 
input image through self-attention within individual 
windows, overcoming the limitations of fixed 
windows in capturing inter-window relationships 
[3]. 

The Swin Transformer is designed for detection 
and segmentation tasks by incorporating hierarchical 
feature maps and shifted windows into the ViT 
model. Unlike conventional transformers that use 
tokens with the same patch size for self-attention, the 
Swin Transformer gradually merges adjacent 
patches, starting from a patch size of 4x4. This 
approach resembles the hierarchical structure of the 
feature pyramid network, enabling the utilization of 
information from each hierarchical feature map, 
similar to the U-Net architecture [34]. 

 
3.2 SVM Classifier 

SVM is a powerful supervised machine learning 
algorithm commonly used for classification tasks. 
SVM operates by creating an optimal hyperplane 
that separates different classes in the feature space. 
The objective is to find the hyperplane that 
maximizes the margin between classes, allowing for 
better generalization and robustness to new data 
points. The SVM algorithm works by transforming 
the input data into a higher-dimensional feature 
space using a kernel function. This transformation 

enables the SVM to effectively handle nonlinear 
classification problems by finding a linear decision 
boundary in the transformed space. Commonly used 
kernel functions are linear, polynomial, and RBF. 
SVM learns from a training dataset by identifying 
support vectors, which are the data points that 
determine the location of the separating hyperplane. 
These support vectors play a crucial role in defining 
the decision boundary and contribute to the overall 
classification accuracy [5]. 

In this case, the classifier is trained using the 
popular RBF kernel and linear kernel. Linear kernel 
is commonly used when the data is linearly 
separable, meaning it can be separated by a single 
line, whereby its function takes a linear form. Where 
RBF kernel excels at capturing complex non-linear 
relationships in the data. Each kernel Linear and 
RBF function can be seen as follows respectively: 

 
𝐾(𝑥i, 𝑥j) = 𝑥i, 𝑇 𝑥j                    (1) 

 

𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 −
‖ ‖

        (2) 

 
In this study, the parameter C is used to balance 

the trade-off between minimizing training error and 
maintaining a broader margin in SVM models. By 
adjusting C, the focus can be shifted towards fitting 
the training data accurately or promoting better 
generalization to unseen data. A smaller C value 
results in a larger margin and higher tolerance for 
misclassified training instances, aiming for a more 
robust and generalized model. On the other hand, a 
larger C value prioritizes accurate classification of 
all training instances, leading to a tighter decision 
boundary. To determine the optimal C value, grid 
search techniques are employed, evaluating the 
model's performance on various validation sets. This 
approach facilitates unbiased assessment across 
different C values and enables the selection of the 
value that strikes the desired balance between 
training accuracy and generalization capability [5]. 
 
4. METHODS 

In this section, this exploration will explain 
about the experiments carried out, from dataset, 
image pre-processing, training, validation, and 
model testing. 
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4.1 Dataset 

 
Figure 3: Example of images in the Food-101 Dataset 

 
The Food-101 [6] dataset is widely recognized 

as a prominent benchmark dataset for image 
classification tasks specifically focused on food 
recognition. It comprises a diverse collection of 101 
distinct food categories, each containing 1,000 
images. These images were sourced from various 
online recipe websites and contributed by both 
professional and amateur photographers, resulting in 
a rich and challenging dataset. The images exhibit 
varying resolutions and aspect ratios, with the 
shortest side ranging from 384 to 512 pixels. A visual 
representation of images from the Food-101 Dataset 
can be observed in Figure 3. 

 

 
Figure 4: Division of the Food-101 dataset 

 
Each image in the dataset is associated with a 

single label representing one of the 101 food 

categories. These categories encompass a wide range 
of popular dishes, including "apple pie," "carrot 
cake," "hamburger," "pizza," "sushi," and many 
more. The dataset provides a predefined train/test 
split, where 75% of the images are designated for 
training purposes, while the remaining 25% are 
reserved for evaluation. For a visual representation 
of this dataset configuration, please refer to Figure 4. 

 
4.2 Pre-Processing 

In the preprocessing step, the input images are 
transformed to ensure consistency and facilitate 
effective model training. Two common 
transformations applied to the images are resizing 
and data augmentation. The first transformation 
resizes the images to a uniform size of 224x224 
pixels. This resizing operation helps standardize the 
image dimensions across the dataset, which is 
beneficial for training deep learning models that 
require inputs of consistent sizes. The second 
transformation refers to data augmentation 
techniques applied to the images. Data augmentation 
is a widely used approach to artificially increase the 
size of the training dataset by applying various 
random transformations to the images. These 
transformations can include random rotations, 
translations, flips, brightness adjustments, and more. 
By augmenting the training data with these 
variations, the model learns to be more robust and 
generalizable to different image conditions and 
variations present in real-world scenarios. 

 

 
Figure 5: Example of augmented images 
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Figure 5 presents examples of randomly 
augmented images, showcasing differences in 
factors such as lighting, clarity, food item 
orientations, and more. The combination of resizing 
and data augmentation techniques helps improve the 
model's ability to learn meaningful features and 
patterns from the images while increasing its 
robustness to variations and potential overfitting. 
These transformations contribute to enhancing the 
performance and generalization capability of the 
model during the training process. 

 
4.3 Model Architecture 

This study propose utilizing the Swin 
Transformer model for feature extraction from the 
training dataset. Following this extraction, the 
obtained features are inputted into an SVM classifier 
for training. Subsequently, the trained model, which 
combines the Swin Transformer and SVM, is 
employed to predict the testing data. This testing 
data has undergone feature extraction using the Swin 
model as well. The architecture of our proposed 
method is visually illustrated in the accompanying 
Figure 6. 

 

 
Figure 6: The proposed method architecture : Swin 
Transformer feature extraction combined with SVM 

classifier 
 
4.3.1 Swin transformer training 

The proposed method in this research involves 
the implementation of the Swin Transformer model 
using the swin_base_patch4_window7_224 variant 
on the Food-101 dataset. The input images are 
partitioned into patches, representing local regions, 
and linearly embedded to create patch tokens. These 
tokens are passed through multiple connected Swin 
Transformer blocks, which consist of attention and 
feed-forward layers. This allows the model to 
capture global context and model relationships 

between patches. In subsequent stages, patch 
merging and down-sampling operations are 
performed, reducing spatial dimensions and 
increasing the channel dimension. This hierarchical 
process is repeated multiple times, enabling the 
model to capture features at different scales. 

During the training process of the Swin 
Transformer model, a batch size of 64 was chosen to 
strike a balance between improved gradient 
estimation and computational efficiency. This 
decision considers the available computational 
resources and ensures that the model can effectively 
process a reasonable number of training examples 
simultaneously. To measure the discrepancy between 
the model's predictions and the ground truth labels, 
the FlattenedLoss function, which is based on 
CrossEntropyLoss, is used. This loss function 
quantifies the model's performance and guides the 
parameter updates to minimize prediction errors. 

To optimize the model's parameters during 
training, the Adam optimizer is employed. The 
Adam optimizer offers the advantage of adaptively 
adjusting the learning rates for each parameter based 
on their historical gradients. This adaptive 
optimization approach enables the Swin 
Transformer model to converge faster and 
potentially overcome local optima during training. 
By dynamically adjusting the learning rates, the 
Adam optimizer helps the model efficiently navigate 
the optimization landscape and improve its 
classification performance. The 
EarlyStoppingCallback technique will also be 
applied to avoid model underfitting or overfitting 
during training. With this combination, it is hoped to 
achieve good results in the training or fine-tuning of 
the model within a reasonable timeframe. 

Backpropagation and gradient descent 
algorithms also optimize the model's parameters, 
minimizing the loss and updating the weights. The 
training process is performed iteratively over three 
epochs, with the entire training dataset processed in 
mini batches. Validation on a separate dataset is 
conducted regularly to monitor the model's 
performance and detect overfitting.  

 
4.3.2 Feature Extraction 

Feature extraction is performed by passing 
images from the Food-101 dataset through the Swin 
Transformer model and capturing the output from a 
specific layer as representative features. The Swin 
Transformer architecture constructs hierarchical 
feature maps by aggregating patches at deeper 
layers. These feature maps exhibit linear 
computational complexity when dealing with 
varying image sizes due to the self-attention 
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calculations occurring only within localized 
windows. Leveraging this hierarchical feature map, 
the Swin Transformer model seamlessly 
incorporates advanced techniques for dense 
predictions, such as Feature Pyramid Networks 
(FPN), thereby serving as a backbone for 
sophisticated image classification and recognition 
tasks. In the implementation, the experiment 
employed a patch size of 4 × 4, resulting in a feature 
dimension of 4 × 4 × 3 = 48 for each patch. Linear 
embedding layers are applied to the raw features to 
project them into arbitrary dimensions. 

In the implementation, the experiment will 
apply the technique of "head" truncation to the 
model. The concept of "head" truncation in CNN 
models refers to the removal of the last layer 
responsible for classification or prediction. These 
layers are typically designed to map learned 
representations to specific output classes. By 
truncating the "head" of the model, this exploration 
retain the underlying layers responsible for 
extracting high-level features from input data. These 
underlying layers capture crucial spatial and 
semantic information from the input data, which 
proves highly valuable for various tasks such as 
feature visualization, transfer learning, or integration 
with other classifiers. 

After removing the "head," the evaluation can 
pass input data through the modified CNN model 
and obtain the output from the preserved last layer. 
This output represents a set of features that encode 
relevant information about the input data. These 
extracted features can then serve as input for other 
machine learning algorithms, such as SVM, Random 
Forest, or even other neural networks. This strategy 
allows us to leverage the transformed CNN model 
for various downstream tasks while capitalizing on 
the meaningful features encoded within the retained 
layers. 

 
4.3.3 SVM Classifier 

The training process for the SVM classifier 
using Dask-ML [35] incorporates several steps to 
optimize performance and select suitable 
hyperparameters. The SVM classifier is a robust 
classification algorithm, and its effectiveness 
depends on hyperparameter choices and the kernel 
function employed. To handle large datasets 
efficiently, Dask-ML is employed, leveraging the 
parallel computing capabilities of Dask. The input 
data is chunked into manageable pieces using Dask 
arrays, enabling parallel processing. The 
GridSearchCV class from Dask-ML is used for 
hyperparameter tuning. It conducts an exhaustive 
search over the provided C values and evaluates each 

combination through cross-validation. Accuracy is 
selected as the evaluation metric for the SVM 
classifier's performance. 

During training, the SVM classifier is fitted with 
the training data for each C value. Subsequently, 
predictions are generated on the test data, and the 
accuracy score is computed using Dask-ML's 
accuracy_score metric. The results demonstrate that 
the highest accuracy of 90.90% while trained on 
RBF kernel is achieved when C=1. While trained on 
Linear kernel, get the higher accuracy of 89.33%, 
more than 1% lower. This finding suggests that RBF 
kernel with a lower regularization strength leads to 
better generalization on the given dataset, indicating 
the SVM classifier's improved performance. 

 
4.3.4 Performance Metrics 

The performance of the proposed method is 
assessed using various evaluation metrics to gain 
insights into its effectiveness. , the performance of 
the Swin Transformer model is assessed using 
metrics such as training loss, validation loss, error 
rate, top-1 accuracy, and top-5 accuracy. 
Furthermore, Swin Transformer performance will be 
comprehensively presented through matrices 
recorded at each epoch, learning curves to visualize 
loss changes, and a classification report that provides 
additional insights into the model's performance. 
Accuracy can be computed by dividing the total 
correctly predicted data by the total predicted data. It 
provides a general overview of the model's 
predictive accuracy and is suitable for balanced 
datasets. The accuracy score is calculated by 
comparing the predicted labels with the ground truth 
labels and determining the percentage of correct 
predictions. 

Top-1 accuracy measures the proportion of data 
where the output label is correctly predicted among 
all target labels. On the other hand, top-5 accuracy 
assesses the proportion of correct predictions where 
one of the top 5 initial predictions accurately 
matches the target label. Subsequently, training loss 
serves as a metric to evaluate how well the deep 
learning model fits the training data. It is computed 
by summing the error values for each data point in 
the training set. Similarly, validation loss, computed 
after each epoch, sums the error values for each data 
point in the validation set, though it does not 
contribute to weight updates. Validation training is 
calculated after each batch, while validation loss is 
measured after each epoch. 

Furthermore, the classification of the machine 
learning model will be measured using accuracy, 
precision, recall, and F1-score. Accuracy is a metric 
that gauges how accurately the model classifies food 
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images. Precision assesses the model's ability to 
correctly identify food images within the intended 
category. Recall evaluates the model's ability to 
identify all relevant food images from the intended 
category. F1-score, a combined measure of precision 
and recall, provides a comprehensive overview of 
the model's performance. 

 
 
 

 
Figure 7: Hardware Configuration 

 
In this study, we evaluated the performance of 

swin transformer combined with SVM classifier 
using the GPU infrastructure of Google Colab for 
both training and evaluation. The GPU model 
utilized in the experiments was the NVIDIA A100-
SXM4-40GB, a high-performance GPU engineered 
for accelerated computational tasks. The CPU 
employed in the experiments was the Intel(R) 
Xeon(R) CPU @ 2.20GHz, boasting a total of 12 
cores with 2 threads per core, resulting in a total of 
24 threads. The CPU operates at a clock speed of 
2200.184 MHz. The system's available memory is 
reported at 82G, and the available storage space is 
reported at 144G. In terms of software, the 
experiments utilized various software libraries and 
frameworks. The code snippet provided includes the 
installation of the Dask-ML library, which is used for 
distributed machine learning tasks.  
 
5. RESULT AND DISCUSSION 

 
Figure 8: Learning rate for Swin Transformer 

 

In the implementation of the Swin Transformer 
model, the initial learning rate value was set to 1e-3. 
Figure 8 illustrates the variations in loss values 
corresponding to changes in the learning rate – 
encompassing the minimum, steep, valley, and slide 
points. The valley point, characterized by a learning 
rate value around 0.00057, was selected as the 
optimal learning rate for the fine-tuning process. 
This choice aids the model in converging more 
effectively and enhancing performance in food 
recognition tasks.  

 

 
Figure 9: Training results for Swin Transformer 
 
Based on the results depicted in Figure 9, the 

training outcomes for the Swin Transformer model 
revealed a training loss of 0.444791 and a validation 
loss of 0.427032. The error rate was recorded at 
0.114257, indicating the model's proficiency in 
minimizing misclassifications. Notably, the top-1 
accuracy achieved an impressive 88.57%, 
showcasing the model's capability to accurately 
predict the primary class label.  

Additionally, the top-5 accuracy which signifies 
the model's proficiency in identifying the correct 
class among the top five predictions, achieved an 
outstanding value of 97.54%. The training process 
was completed in approximately 9 minutes and 52 
seconds. These results underscore the Swin 
Transformer's effectiveness in image classification 
tasks, demonstrating its robustness in capturing 
complex patterns and features within the data. 

Furthermore, the evaluated model is subjected 
to testing using an unfamiliar testing dataset, 
consisting of 25,250 images, equivalent to 25% of 
the entire Food-101 dataset. The Swin Transformer 
model achieved a low loss value of 0.362943, 
indicating its effective learning and predictive 
capabilities. Furthermore, the error rate was 
impressively minimized to 0.101069, underscoring 
the model's proficiency in accurate classification. 
The model exhibits a testing accuracy performance 
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of 89.89%. These outcomes affirm the Swin 
Transformer model's robustness and efficacy in 
accurately classifying food images on previously 
unseen testing data.  

 
Figure 10: Plot loss graph 

 
Figure 10 illustrates the graphs depicting the 

changing values of train loss and valid loss, 
affirming the balanced training and validation 
processes of the Swin Transformer model without 
signs of underfitting or overfitting.  

 
 

 
Figure 11: Model evaluation examples 

 
The satisfactory performance achieved by the 

Swin Transformer model is further highlighted in 
Figure 11. In the ninth example images, the model 
ensures that the predicted label matches the original 
label. 

 
 
 

Table 1: SVM Classifier Result 
Kernel C Accuracy 
RBF 1 91,05 
RBF 10 90,86 
RBF 20 90,75 
RBF 100 90,75 
Linear 1 89,39 
Linear 10 89,39 
Linear 20 89,39 
Linear 100 89,39 

 
This study further leverages the Swin 

Transformer to extract features from the Food-101 
dataset. The resultant features are subsequently 
trained by an SVM algorithm. The classification 
model training process will leverage Dask-ML, 
involving several steps to optimize performance and 
select appropriate hyperparameters. To efficiently 
handle large datasets, Dask-ML will be utilized, 
harnessing the parallel computing capabilities of 
Dask. Input data will be divided into manageable 
chunks using Dask arrays, enabling parallel 
processing. The GridSearchCV class from Dask-ML 
is employed for hyperparameter tuning. The training 
process using GridSearch CV will comprehensively 
search for given C values and evaluate each 
combination through cross-validation. 
Subsequently, predictions will be made on the test 
data, and accuracy scores will be computed based on 
the accuracy_score metric from Dask-ML. 

As depicted in Table 1, the search encompassed 
both RBF and Linear kernels, with a range of C 
values. The highest accuracy was achieved when the 
SVM algorithm employed the RBF kernel with a C 
value of 1, resulting in a testing accuracy of 91.05%. 
The classification report from the feature 
classification using the SVM algorithm with the 
optimal parameters is presented in Figure 4.8. This 
report illustrates the precision, recall, and F1-score 
for each class, concluding with the average accuracy. 
 
6. CONCLUSION 

The proposed method, which combines the 
Swin Transformer model with an SVM classifier for 
feature extraction and classification, yielded 
promising experimental results. The Swin 
Transformer model was first fine-tuned on the 
training set of the Food-101 dataset using the fastai 
library, with ten epochs of training. This initial 
training process achieved a validation accuracy of 
88.57%, indicating the model's capability to learn 
and generalize from the dataset. After fine-tuning the 
Swin Transformer model, the classifier head was 
removed to extract features from both the training 
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and test sets. These extracted features were then used 
as input for an SVM classifier. The SVM model was 
trained using the training set features and 
subsequently used to predict labels for the test set 
features. 

The experimental results showed that the 
proposed method achieved a testing accuracy of 
89.89% when using the Swin Transformer model 
alone for predictions. However, by leveraging the 
extracted features from the Swin Transformer model 
and utilizing an SVM classifier, the testing accuracy 
improved to 91.05%. This demonstrates the 
effectiveness of the combined approach in 
enhancing the classification performance. The 
obtained results highlight the complementary nature 
of the Swin Transformer model and the SVM 
classifier. The Swin Transformer's ability to capture 
rich and meaningful features from the images, 
combined with the discriminative power of the SVM 
classifier, led to improved classification accuracy. 
This showcases the potential of utilizing deep 
learning models in conjunction with traditional 
machine learning algorithms for improved 
performance in complex classification tasks. 

The findings of our study, wherein we combined 
the Swin Transformer model with an SVM classifier 
for food image classification, align with and extend 
the insights provided by previous research in the 
field. The work of Pan et al. [7] and McAllister et al. 
[15] has established the effectiveness of utilizing 
deep learning features, particularly those extracted 
from models like ResNet-152, for food image 
classification tasks. Our approach builds upon this 
foundation, demonstrating the synergy between the 
Swin Transformer's feature extraction capabilities 
and the discriminative power of the SVM classifier. 
This resonates with the observations made by Wu, 
Zhao, & Qu [22], who emphasized the importance of 
comprehensive feature extraction techniques for 
food image classification. Moreover, our results 
corroborate with Razali et al. [27], showcasing the 
significance of combining advanced feature 
representation, such as that derived from the Swin 
Transformer, with robust classifiers like SVM for 
enhanced accuracy in food recognition tasks. The 
consistent improvement achieved by our combined 
approach underlines the potential for integrating 
deep learning models with traditional machine 
learning algorithms for more robust and accurate 
image classification, as discussed across various 
studies in the domain. 
 
 

7. FUTURE WORK  

In future research endeavors, a thorough 
exploration of hyperparameter optimization for the 
Swin Transformer model implementation is 
imperative. Leveraging frameworks like Optuna can 
facilitate the search for optimal parameter 
combinations, enhancing accuracy in data training 
and refining the classification of food images. 
Furthermore, there is a need to assess various Swin 
Transformer variants, gauging their performance in 
food image classification tasks using the Food-101 
dataset. A comprehensive examination and 
comparison of these variants will yield insights into 
their distinct strengths and limitations. 

Additionally, extending the investigation to 
encompass diverse machine learning classification 
algorithms, such as Artificial Neural Network, Naïve 
Bayes, K-Nearest Neighbors, is vital. Experimenting 
with these algorithms offers opportunities to 
evaluate and compare their efficacy in the nuanced 
context of food image classification. This 
comprehensive exploration aims to significantly 
contribute to the advancement of more effective and 
widely applicable food image classification 
methodologies. Further recommendations include 
evaluating the Swin Transformer model on 
alternative datasets to validate its generalization 
capabilities and considering its implementation on 
culturally specific food datasets for a more nuanced 
analysis. 
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