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ABSTRACT 

In the modern world, limiting domestic energy consumption is a crucial task. Finding effective ways to use 
energy in our homes is crucial as energy demands rise and concerns about climate change increase. As a 
consequence of this optimisation, homeowners save a significant amount of money while simultaneously 
reducing their carbon footprint.  In order to solve this problem, this study combines Long Short-Term 
Memory (LSTM) and Convolutional Autoencoder (CAE) neural networks.  With the use of deep learning 
and sequence modelling, the suggested CAE-LSTM framework can intelligently control and lower energy 
consumption in residential structures. Time-series energy data are subjected to feature extraction and 
dimensionality reduction utilising the CAE, enabling the discovery of hidden patterns and abnormalities. 
Contrarily, the LSTM network captures the temporal relationships in energy use patterns, enabling precise 
forecasts and proactive energy management. This study makes utilisation of a large dataset of information 
on the energy consumption of households.On the basis of this dataset, the CAE-LSTM model is trained to 
learn complicated correlations between many variables, including weather, occupancy patterns, and 
appliance utilise, and how these variables affect the consumption of electricity. The experimental findings 
show that the CAE-LSTM model is capable of learning and adapting to changing energy consumption 
patterns, leading to significant energy savings and increased sustainability. A more energy-efficient and 
ecologically friendly future could result from the widespread adoption of smart energy management 
systems in residential settings as a consequence of this investigation. 

Keywords: Convolutional Auto Encoder Long Short-Term Memory (CAE-LSTM); Convolutional 
Autoencoder (CAE); Long Short-Term Memory (LSTM); Energy management; Residential 
Energy Consumption 

1. .INTRODUCTION 

Residential energy management is 
essential because it has a direct influence on both 
the economic and environmental facets of everyday 
life [1]. Effective energy management lowers power 
costs, relieving homeowners' financial burdens and 
fostering long-term financial stability. In addition, it 
is essential for lowering carbon emissions and 
conserving precious resources, which promotes 
environmental sustainability. Effective energy 
management also improves energy security and 
dependability during power outages, boosting a 
household's overall resilience [2]. Additionally, it 
encourages adherence to changing energy standards 
and a more pleasant living environment, placing 
homeowners as accountable stewards of energy 
resources in a society that is becoming more and 
more energy conscious [3]. When electricity, 
natural gas, or other energy sources are used 
inefficiently or needlessly in dwellings, energy 
waste results. Common instances include leaving 

appliances on standby, having poorly insulated 
homes that let heat or cold air escape, using old, 
inefficient equipment, and using excessive amounts 
of lights or electronics [4]. Such inefficient 
behaviours increase environmental concerns and 
increase energy costs while also causing unneeded 
carbon emissions and resource depletion. To save 
costs, conserve resources, and lessen the ecological 
impact of household energy consumption, it is 
crucial to recognize and address these types of 
energy waste. 

In order to decrease energy expenses and 
use, traditional energy consumption measurements 
are used at residential building [5]. Among these 
include changing thermostats to reduce energy use 
for heating and cooling, caulking cracks around 
windows and doors to keep heat inside, choosing 
energy-saving lighting options like LED bulbs [6], 
and routinely repairing heating and cooling systems 
to guarantee optimum performance. The use of 
programmable thermostats to establish energy-



Journal of Theoretical and Applied Information Technology 

15th December 2023. Vol.101. No 23 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7959 

saving schedules, cold water washing of clothing, 
and turning off lights and appliances when not in 
use are other easy habits that households may 
adopt. These time-tested practices are essential 
components of responsible energy management for 
families since they lower utility costs, improve 
energy efficiency, and lessen environmental impact. 
To maximize energy use in a variety of contexts, 
including laboratories and research facilities, 
researchers frequently use cutting-edge energy 
consumption metrics and tactics [7]. These steps are 
crucial for lowering operating expenses, boosting 
sustainability, and keeping an ethical attitude to 
energy management while pursuing scientific 
efforts. The use of energy-efficient equipment is 
one basic strategy used by researchers. This entails 
selecting energy-efficient laboratory equipment and 
machinery, such as high-efficiency lighting 
systems, variable-airflow fume hoods, and energy-
efficient freezers and refrigerators. 

 In order to ensure that energy is utilized 
more wisely, researchers may also upgrade outdated 
equipment with energy-saving components or 
replace it with more energy-efficient alternatives. 
Research facilities must have cutting-edge heating, 
ventilation, and air conditioning (HVAC) systems 
[8]. Modern HVAC systems with energy recovery 
capabilities and intelligent controls are preferred by 
researchers. These systems effectively control 
ventilation and temperature, reducing energy waste 
while upholding ideal study conditions. Energy 
management in research settings also depends on 
automation and intelligent sensors [9]. By ensuring 
that lights and equipment are only used, when 
necessary, occupancy sensors, lighting controls, and 
cutting-edge automation systems significantly 
lower standby power usage. Researchers may spot 
inefficiencies and make data-driven decisions to 
further improve energy use by using energy 
management software to continuously monitor 
energy consumption. Integration of renewable 
energy is yet another tactic used by researchers to 
lessen their environmental effect [10]. Some 
research organizations use renewable energy 
sources like solar panels or wind turbines to 
balance their infrastructure's electricity needs and 
lower their buildings' carbon footprints.  

The ideas of green building design are 
frequently promoted by researchers in new 
construction or remodeling projects. These 
guidelines might include increased insulation, 
energy-saving windows, and the use of sustainable 
materials, all of which assist lower the research 
facility's overall energy use [11]. Promoting energy-
efficient habits among researchers, employees, and 
students requires behavioral interventions. Research 
institutes encourage people to adopt energy-saving 
practices by implementing educational programs 

and awareness campaigns, such as turning off lights 
and equipment when not in use. Researchers often 
monitor and assess energy use on a regular basis. 
Institutions may discover areas for improvement 
and make wise choices to continuously optimize 
energy usage by establishing baseline data on 
energy consumption and evaluating progress 
toward energy reduction targets [12]. Additionally, 
cooperation and information exchange are crucial 
components of the research community's attempts 
to reduce energy use. Researchers work together 
with colleagues and institutions, exchanging 
research discoveries and energy-saving techniques. 
This collaborative strategy encourages group 
initiatives to successfully handle energy-related 
difficulties and creates a culture of energy 
efficiency throughout the scientific community. 
Although merging AI and IoT for household energy 
management is promising, installing IoT sensors 
throughout houses may be costly and time-
consuming. The dependency on connection and 
sensors also exposes vulnerabilities that, if not 
adequately guarded, can be exploited. Therefore, it 
is crucial for these systems to ensure the IoT 
components' dependability and security. It is an 
intelligent network control system because of the 
smart grid, the home, and the meters of the hems. a 
centralized system for managing and controlling the 
generation, use, and storage of electricity. By 
improving the effectiveness of the renewable 
energy sources in their homes, hems can help 
customers reduce their energy bills [13]. The 
traditional power market has a single electricity 
price structure and no customer interaction, which 
causes both an insufficient supply of energy during 
peak hours and wasted electricity during off-peak 
hours. Thus, the peak and off-peak pricing structure 
is put into place, which helps consumers modify 
their plans for using electricity [14]. However, it is 
less accurate since it cannot adjust to variations in 
supply and demand.  

Optimizing household energy use with 
CAE-LSTM is of utmost relevance in meeting the 
world's rising energy needs and environmental 
issues at the same time. The very effective and 
precise forecasting and management of home 
energy demand is made possible by this approach's 
seamless integration of Convolutional Auto 
Encoder (CAE) and Long Short-Term Memory 
(LSTM) neural networks. It enables homeowners, 
utilities, and regulators to make knowledgeable 
decisions based on current weather information and 
occupancy statistics, ultimately resulting in 
significant energy and cost savings[19]. By 
lowering peak demand and the need for extra 
infrastructure, this innovation not only improves 
energy efficiency and sustainability but also 
strengthens the power grid's ability to withstand 
disruptions. As a result, maximizing home energy 
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consumption using CAE-LSTM is essential for 
developing communities that are more ecologically 
conscious and energy-efficient while also 
maintaining the availability and affordability of 
energy supplies in the future. The essential 
contribution entails, 

 The creation of an innovative hybrid 
architecture called CAE-LSTM that combines 
Convolutional Auto Encoder (CAE) for 
feature extraction and Long Short-Term 
Memory (LSTM) for energy consumption 
prediction to optimize residential energy 
consumption more effectively than 
conventional approaches and standalone 
neural networks. 

 Including real-time weather information and 
occupancy data in the energy consumption 
prediction model, which improves prediction 
accuracy and makes it possible to manage 
energy use proactively depending on external 
circumstances. 

 Effective feature extraction using 
Convolutional Auto Encoder (CAE), allowing 
the model to incorporate spatial correlations in 
the data and boost overall prediction accuracy. 

 Using Long Short-Term Memory (LSTM) to 
accurately anticipate energy use while taking 
temporal relationships and trends into account. 

 Thorough assessment of the suggested 
framework using a sizable household dataset, 
indicating significant cost and energy savings. 
This validation demonstrates the CAE-LSTM 
architecture's actual application in domestic 
energy optimization in the real world. 

The leftover portion of this work is 
organised as follows: Sector 2 contains comparable 
work as well as a thorough examination of them. 
Section 3 contains information about the problem 
statement. The CAE-LSTM architecture is 
discussed in detail in Section 4. In Chapter 5, the 
outcomes of the experiments are presented and 
examined, and a full comparison of the suggested 
strategy to current best practises is given. portion 6, 
the final portion, is where the paper is completed. 

2. RELATED WORKS 

The development of electricity-dependent 
equipment, inefficient use of electricity, and the 
expansion of population growth are all contributing 
to this daily surge in power needs. With the goal to 
enhance the control and interaction between the 
energy utilized in the construction and the electrical 
grid, forecasting power consumption has become 
important. Modern Energy Consumption Prediction 
(ECP) approaches face several obstacles, including 
changing weather and tenant behavior, which 
makes it difficult to estimate energy adequately. 

Ullah et al.[15] provide a smart hybrid strategy that, 
in three phases, integrates a Convolutional Neural 
Network (CNN) and a Multi-layer Bi-directional 
Long-Short Term Memory (M-BDLSTM) 
technique to solve the shortcomings of these 
approaches. This method serves to offer effective 
power administration, i.e., it can help the supplier 
supply the ideal quantity of power, when used with 
short-term electricity ECP. The initial processing 
and information organization methods are included 
in the first phase of methodology to clean up 
information and eliminate anomalies. In order to 
properly learn the ordered pattern, the second phase 
makes use of a deep learning network, in which the 
pattern of cleaned data is passed into the CNN 
through the M-BDLSTM network. During the third 
stage, the real and forecasted data series are 
compared, and the prediction is assessed via error 
metrics. The Mean Square Error (MSE) as well as 
Root Mean Square Error (RMSE) of the individual 
home dataset were also at their lowest values. The 
forecasting model restricts research’s accessibility 
and utility in real-world settings. The model's 
prospective deployment on devices with limited 
resources for the Internet of Things (IoT) 
environment is mentioned. 

The prediction of consumption of 
electricity of Smart Buildings (SB) alongside the 
use of the knowledge obtained to organize and run 
power supply are essential components of the 
energy administration of the Smart Grid (SG). The 
usefulness can reduce the expense of 
consumption of energy by forecasting electrical 
equipment loads then arranging generation supplies 
to meet needs. To anticipate the use of energy at 
various levels of transmission and delivery 
networks, many approaches have been used. Syed 
et al.  [16] presented an innovative hybrid deep 
learning approach to forecast energy usage in 
intelligent buildings. There are two main parts to 
the suggested design: making a model and cleaning 
the data. The first processing strategies used during 
the data cleanup step are applied to the original 
data. Additional details like delay values are also 
included. The model that is put together learns by 
using the organized data when it is creating its 
structure. The one-way Long Short-Term Memory 
(LSTM) that is used in both forward and backward 
directions was the basis of the mixed deep learning 
(DL) system. The suggested design aims to be 
efficient in terms of how difficult it is to calculate, 
how long it takes to learn, and how accurate it is at 
predicting energy use patterns based on certain 
characteristics. When it comes to determining 
precise information on electrical usage, the 
proposed model surpasses other comparable 
methods. The suggested predictive DL approach 
provided MAPEs of 2.00% for case test 1 and 
3.71% for instance study 2, respectively. Having an 
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enhancement of 8.368% and 20.99% in MAPE 
compared to the LSTM-based approach for the two 
energy use datasets used, the suggested approach 
has also been employed in multi-step week-ahead 
everyday prediction. This would make the model 
less accessible to smaller firms or those with fewer 
resources, which might prevent its broad use in 
realistic resource prediction applications, especially 
in environments where resources are restricted. 

The control of energy needs to apply the 
best judgments possible in real time and respond to 
constantly evolving factors in the power market. 
The most recent strategy being employed to boost 
the effectiveness and reliability of electricity 
networks is demanding response. is suggested hour-
ahead demand reaction mechanism for residential 
power management schemes in this research. Lu, 
Hong, and Yu [17] proposed a stable cost 
forecasting system utilizing artificial neural systems 
to address unpredictability in future pricing. Multi-
agent learning using reinforcement is applied in 
conjunction with anticipated future pricing to make 
the best judgments for various home equipment in a 
distributed manner. Experiments are run in non-
shiftable, controlled and shiftable loads to assess 
the effectiveness of the suggested energy 
management plan. The suggested demand reaction 
technique can control the energy consumption for 
multiple devices, reducing electricity bills and 
discontent expenses for the user, and assist the 
customer in greatly lowering its power cost in 
comparison to a reference without demand 
response, according to experimental results. This 
research makes insufficient attempts to reduce 
energy use for sustainability or the environment, 
which can be a drawback in the context of 
applications for smart grids and overall energy 
control. 

The greatest issues facing across industry 
globally are consumption of energy and 
conservation, particularly in both the residential and 
industrial sectors. The heart of Industry 4.0 is 
established by a new platform called the internet of 
things (IoT). Through the internet, the IoT makes it 
possible for devices and gadgets to share signals. 
Additionally, the Internet of Things (IoT) 
architecture permits the adoption of artificial 
intelligence (AI) tools to monitor and regulate the 
communications among various equipment in 
accordance with knowledge judgments.  Elsisi et al. 
[18]  suggested a deep learning-based persons 
identification system that uses the YOLOv3 
technique for determining the number of residents 
in a certain region in order to meet this ambitious 
goal. Therefore, in an intelligent building, the 
functioning of air conditioning units may be 
regulated properly. Additionally, the IoT platform's 
interface receives online updates on the number of 

people and the situation of the air coolers. The 
suggested system improves utilization of energy 
decisions. In a particular smart construction, 
extensive examinations are simulated while taking 
the presence of air conditioners into consideration 
in order to confirm the value and performance of 
the suggested strategy. The testing results highlight 
how the suggested method, which can represent 
extremely erratic connections in data, can reliably 
determine the number of humans in the defined 
region. The IoT platform's interface can properly 
display its discovery status as well. The remote 
administration of various controllable equipment is 
an essential application of the suggested promising 
technique. Real-life situations can be more 
complicated and may entail a variety of lighting 
factors, obstructions, and environmental elements 
that might alter the algorithm's performance. While 
YOLOv3 can reliably recognize persons in example 
images, real-life situations can be more complex. If 
the YOLOv3 technology is unable to correctly 
identify people in specific circumstances, it may 
result in the air conditioning systems making the 
wrong control decisions, thereby causing energy 
waste or discomfort for building occupants. 

An energy cost reduction issue for a smart 
house with a pleasant temperature limit into 
account. It is extremely difficult to develop a 
suitable energy management technique for 
organizing Heat, ventilating, and air conditioner 
(HVAC) structures and storage of energy in 
intelligent houses because of the availability of 
model unpredictability, uncertainty in parameters 
(e.g., solar energy output, non-shiftable demand for 
power, outdoor ambient temperature, and the 
energy cost), and temporally-coupled operational 
limitations.  Yu et al.[20]  describe the 
aforementioned issue as a Markov decision 
mechanism in to handle the issue, and we then 
provide an energy management approach that 
employs Deep Deterministic Policy Gradients 
(DDPG). It's essential to note that the suggested 
technique does not need prior information of 
unknown parameters and a thermodynamic 
framework for a structure. The efficacy and 
durability of the suggested approach are 
demonstrated by simulation outcomes derived from 
actual trace data. The lack of a structure's thermal 
dynamics model may restrict the accuracy of 
energy administration, notwithstanding the DDPG-
based energy management algorithm's efficacy and 
reliability in regulating HVAC devices and energy 
storage units in a smart house. 

3. PROBLEM STATEMENT 

These studies' central issue is the rising 
demand for electricity brought on by population 
expansion and technological development, which 
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calls for precise power consumption predictions 
and effective energy management in buildings. The 
absence of thermal dynamics models, tenant 
behaviour, and changeable weather are some of the 
difficulties facing current Energy Consumption 
Prediction (ECP) methods. Researchers suggest 
machine learning, deep learning, and Internet of 
Things (IoT) solutions; however, they can be 
constrained by the lack of data [15], their incapacity 
to scale, and their sustainability [20]. Additionally, 
certain approaches might not adequately handle 
energy conservation. The primary challenge is to 
create reliable, scalable, and environmentally 
friendly energy management systems that properly 
estimate and optimize power use while taking into 
account practical limitations and sustainability 
objectives in both residential and commercial 
settings. The energy consumption through CAE-
LSTM overcome these limitations by its effective 
performance. 

4. OUTLINE OF THE PROPOSED 
MECHANISM 

The suggested methodology for reducing 
household energy use follows a methodical 
procedure that starts with data gathering and 
preprocessing. Data on energy use is gathered from 
a variety of sources, including smart metres and 
environmental sensors, to include electricity, 
heating, cooling, and essential contextual elements 
like occupancy and weather. To guarantee its 
quality and applicability, this data is thoroughly 
cleansed, standardised, and enhanced. The dataset 
is subsequently processed using feature engineering 

approaches to uncover significant insights, enabling 
the discovery of daily usage patterns, seasonal 
trends, and outliers. Convolutional Autoencoder 
(CAE) and Long Short-Term Memory (LSTM) 
neural networks are at the core of the methodology. 
The CAE is employed to preserve key information 
while capturing geographical dependencies and 
reducing the dimensionality of the energy 
consumption data. The data must go through this 
process in order to reveal hidden patterns and 
abnormalities. The features retrieved by the CAE as 
well as external factors like weather and occupancy 
are taken into account when employing the LSTM 
network to represent the temporal dependencies 
present in time-series energy data. Splitting the 
dataset, setting up the model architecture, and 
optimising hyperparameters are all steps in the 
training and validation processes. An in-depth 
analysis of model performance employing measures 
like Mean Absolute Error (MAE), Root Mean 
Square Error (RMSE), and coefficient of 
determination (R-squared) quantifies energy and 
cost savings. The final objective is to implement 
this improved energy management system in 
residential environments while regularly assessing 
its effectiveness and making sure that ethical 
principles like data privacy and user consent are 
followed. An essential component of this research 
is thorough documentation of the methodology, 
findings, and recommendations, which helps to 
create a sustainable and data-driven strategy for 
optimising household energy consumption. Figure 1 
depicts the workflow of the suggested strategy. 

 

 

Figure 1: Workflow of the Suggested Approach 

4.1 Data Collection  
The huge dataset gathered from Kaggle, 

which includes data on three years of home 
electricity usage, served as the basis for this study. 
The data set includes the hourly electricity 
consumption of a two-story house in Houston, 
Texas, in the United States. The information that 

was collected collection includes hourly power 
consumption in kwh from January 6, 2016, through 
August 2020. The notes category column in the 
dataset contains notes that have been marked for 
weekdays, weekends, COVID lockdown, and 
vacation days.  Daytime power use differs from 
nighttime power use. The security DVR and POI 
cameras, two 50-gallon water heaters, two 
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refrigerators, and other electrical equipment are 
located inside the home. From evening 6pm until 
morning 8am, various electrical lights, TVs, 
washers, dryers, and air conditioners operate during 
the night [21]. 

4.1.1 Data Pre-processing 
In order to ensure that characteristics in 

the residential power usage dataset have 
comparable scales and do not unreasonably affect 
the CAE-LSTM model during 
training, normalization is an essential data pre-
processing technique. 

4.1.2 Min-Max Normalization 
A dataset's numerical properties are 

transformed to a standardised range using the Min-
Max scaling approach, which is a fundamental data 
normalisation method. This range is commonly 
between 0 and 1. The key to ensuring that all 
feature values are proportionally rescaled and 
compatible with different machine learning 
algorithms and statistical analysis is the 
normalisation procedure. The process starts by 
figuring out the minimum and maximum values of 
the feature, which correspond to the lowest and 
highest observed feature values in the dataset, 
respectively. The Min-Max scaling (1) is then 
employed to scale each distinct feature value  to 
a value that falls between 0 and 1. The relative 
position of each feature value within its observed 
range is calculated to achieve this. The feature's 
minimum value is represented by a result value of 
0, while its maximum value is represented by a 
result value of 1. The feature's relative position 
within this observed range is represented by values 
between 0 and 1. 

  (1) 

is the normalized value of Y. 

Y represents the original feature value. 

 is the minimum value of the 
feature in the dataset. 

is the maximum value of the 
feature. 

4.2 Feature Extraction and Selection with 
Convolutional Autoencoder 

A Convolutional Autoencoder (CAE) is a 
specialized neural network architecture that 
combines the strengths of autoencoders and 
convolutional neural networks (CNNs). It operates 
by encoding input data through a series of 
convolutional layers followed by down sampling, 
enabling it to capture intricate spatial patterns and 
features. This encoded representation, often called a 
latent space or feature map, is a compressed and 
abstracted version of the input data. Convolutional 
layers and up sampling are used in the decoder 
phase of the CAE to recreate the original data from 
this compressed representation. The CAE's goal 
during training is to reduce reconstruction error and 
ensure that the output closely resembles the input. 
The processing of images and other types of data 
that need spatial relationships, such as 
dimensionality reduction, feature learning, and 
image denoising, are tasks where CAEs excel[22]. 
They are essential tools in a variety of machine 
learning and computer vision applications because 
they play a significant part in extracting relevant 
features from complex data while preserving spatial 
and hierarchical information. Figure 2 shows a 
straightforward autoencoder structure where input 
data is represented by i and j and encoder and 
decoder functions, respectively, are shown as 
functions. 

 

Figure 2: Basic Architecture of Convolutional Autoencoder 

The initial input  is transformed by the 
function of into a new latent space called . The 
expression of  in the decoder block translates to 
based on . The network is trained 
to optimize  in order to (2)'s goal 

of minimizing the distance among Y and  . This 
process allows the encoding system to pull from the 
provided data highly significant features. 

  (2) 
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The CNN is taken into consideration to 
work with data. This type of network is regarded as 
the most advanced, high-performing approach to 
picture classification. Integrating various layer 
kinds allows for simple extraction of key details 
like shape, edge, etc. at various feature levels, 
which may be used to tackle challenging 
categorization jobs. CAE is a method of 
unsupervised learning that is used to extract 
features from the network's output and rebuild 
them. The extraction of characteristics is facilitated 
by some specialised layers, such as convolutional, 
collecting, etc., due to the use of incorporated 
properties in CNN. The CAE is typically taught to 
provide the best filters with the least amount of 
reconstructive loss. In spite of some exceptional 
network architectures, they suggest a CAE model . 
Convolutional, ReLU, pooling layers are the major 
components of this algorithm's construction, which 
are followed by typical computer vision 
applications. The encoder's thickness in the Eqn. 
(3), meaning that each component consists of three 
remaining blocks. They employ two layers of 
convolution with pools and ReLU activation 
functions for the transmitter portion. Translated 
convolutional is used in the decoder in place of the 
pooling layer, and a pair of convolutional layers 
using an activation function for ReLU are also 
used. Convolutional layers are used as the bridge to 
reduce the semantic distance between both the 
decoder and encoder components. Convolutional 
and regressive layers are applied at the network's 
conclusion to transform the information return to its 
previous size.The convolutional layer initially 
functions as slide filters that convolve inputs to the 
map of features made by the cells. It can gather 
some data from various applied kernels. The 
neighbouring pixel data is crucial for fine-grained 
features because the suggested model is anticipated 
to rebuild the data. Kernels of 33 dimensions are 
used for all layers of convolution, and their stride 
value is set to 1. The layer of convolution using 
zero padding has an output size was expressed in 
(3). 

  (3) 

where is the output dimension of 
the convolutional neural layer, ( , ), ( ,  ) 
and ( ,  ) are, in turn, the input's size, the 
kernel's size, and the stride's size. In the process of 
encoding through convolution, there is a decrease 
in data and a simultaneous increase in features. 
However, the transposed convolutional layer will be 
utilized in the decoding process to reconstruct the 
initial size of the input data by reversing the 

operation. Subsequently, the ReLU layer is 
employed as a function to enhance training speed in 
both the forward and backward processes of the 
deep network. Utilizing the fast convergence layer 
during gradient computation for the loss function 
enhances the effectiveness of the training process. 
The ReLU activation function is described in (4). 

  (4) 

Where the input comes from a previous 
layer. This function does not change the dimensions 
of the previous layer. A larger number of features 
will result in a slower computation process. In order 
to prevent this, a pooling layer is employed to 
reduce the features' size while retaining their 
essential attributes. 

4.3 Long and Short-Term Memory Neural 
Network Approach 

Long Short-Term Memory (LSTM), 
a specialized recurrent neural network architecture 
designed to address the difficulties involved with 
processing long sequences of input, stands out in 
the field of artificial intelligence and deep learning. 
Its main goal is to solve the vanishing gradient 
issue that conventional RNNs encounter when 
trying to retain information from lengthy 
sequences. LSTMs excel in applications involving 
sequential data, such as time series forecasting, 
speech recognition, and natural language 
processing.  Their ability to comprehend and 
understand complex patterns and connections 
within data sequences is made possible by the 
incorporation of a memory cell that can store and 
retrieve information over a wide range of time 
steps. Three gate mechanisms are crucial to their 
operation: the forget gate selects which information 
from the previous cell state should be discarded; the 
input gate manages the flow of new information 
into the cell state; and the output gate controls the 
information that is sent from the cell state to the 
output. The control of the information flow through 
these gates, which permits nonlinear 
transformations, is crucially governed by the 
sigmoid and tanh activation functions. Additionally, 
backpropagation through time (BPTT), a technique 
that updates the network's parameters and improves 
its capacity to recognise temporal patterns in the 
data, is employed to train LSTMs. In general, 
LSTMs have solidified their place as the foundation 
of deep learning for tasks involving sequential data, 
proving to be incredibly successful in areas where 
accurately modelling long-term dependencies is 
crucial. Figure 3 illustrates the schematic of the 
LSTM[23]. 
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Figure 3: Structure of LSTM 

 

The model has 3 parameters: the current 
intake, the recent recall data, and the past recall 
data. The inputs gate, outputs gate, and memory 
gate are 3 gates in the system that control whether 
information is accepted or not. Based on the 
given data (5) to (11) has been updated 

  (5) 

 

 (6) 

 

 (7) 

 

 (8) 

  (9) 

  (10) 

  (11) 

Where  and  the load matrices and 
biased vectors of the base terminal, 
correspondingly, are shown;  the transfer 
functions; , the final findings result; and *, the 
Hadamard products. 

4.4 Enhancing Residential Energy Efficiency 
with CAE-LSTM Framework 

Convolutional Autoencoder (CAE) and 
Long Short-Term Memory (LSTM) neural 
networks are employed by the advanced system 
residence Energy Consumption by CAE-LSTM 
to maximize energy consumption in residential 
environments. Large datasets containing historical 
records of residential power usage and pertinent 

weather information are collected initially as part of 
the procedure. The CAE-LSTM model's base is 
comprised of these statistics. Processing power 
consumption data, identifying spatial relationships, 
and decreasing the dataset's complexity are all tasks 
that fall under the purview of the CAE element. The 
data on energy consumption is exceptionally adept 
at revealing complex patterns and anomalies, 
offering insightful information about patterns of 
consumption. While taking into consideration 
variables like the time of day, the day of the week, 
and seasonal fluctuations, the LSTM network is an 
expert in modelling temporal dependencies. To 
improve the precision of energy consumption 
projections, it also takes into account outside 
variables like temperature and humidity from 
weather data. Hyperparameters are meticulously 
tuned to optimise the model's performance once it 
has undergone rigorous training on the historical 
data. The CAE-LSTM system could be employed in 
real-time or almost real-time applications after 
being trained. It gives users of energy management 
systems and homes the capacity to decide for 
themselves how best to use energy. This includes 
scheduling appliances to run during off-peak hours, 
making recommendations for energy-efficient 
practises, and dynamically altering heating or 
cooling systems in preparation of weather changes. 
For the purpose of reducing the consumption of 
energy in households, the CAE-LSTM system 
functions as a pro-active, data-driven solution that 
is constantly adapting to changing environmental 
factors and user behaviour. In addition to producing 
large energy savings and lower power bills, it also 
promotes environmental sustainability by reducing 
wasteful energy waste. The responsible use of 
personal energy consumption data throughout the 
entire process depends heavily on ethical issues, 
including data privacy and user consent. In general, 
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Residential Energy Consumption by CAE-LSTM is 
a state-of-the-art strategy for promoting more 
energy-efficient and environmentally conscientious 
living environments. 

5. RESULTS AND DISCUSSION 

5.1 Power Usage 
The term "Power Consumption in 

Residential" alludes to a concentration on tracking 
and examining power use in domestic settings. Data 
on residential power usage is essential for 
identifying trends in energy use, allocating 
resources optimally, and promoting energy 
conservation in homes. This data often include 
details on how different appliances, illumination, 
and heating and cooling systems are used, enabling 
homes and utilities to monitor and control 
electricity use. Smart metres and IoT devices are 
examples of advanced technologies that can give 

real-time data for better monitoring and control, 
resulting in lower energy expenditures and less 
damage to the environment.  

Table 1: Power Usage per Hour 

Categories kW 

Weekday 0.9 
Weekend 0.95 
Vacation 0.45 

COVID _ Lockdown 0.83 
 

By analysing this data, new information 
can be gleaned that can promote sustainability 
projects and assist homeowners in making educated 
choices regarding energy-saving practises. The data 
in Table 1 displays power usage broken down into 
various situations, each of which is linked to a 
distinct kilowatt (kW) per hour power consumption 
rate which is shown in Figure 5.  

 

Figure 5: Power Usage in an hour 

Among them are Weekday, Weekend, Vacation, and 
COVID _ Lockdown. The Weekday and Weekend 
groups probably represent typical patterns of power 
usage during ordinary weekdays and weekends, 
with the Weekend category displaying a slightly 
greater power consumption rate, possibly as a result 
of an increase in leisure or family activities. When 
homes are empty or less active, there is a noticeable 
decrease in power use, as indicated by the Vacation 
category. The COVID _ Lockdown category, which 
has an average consumption at a rate of 0.83 kW 
per hour and represents a distinct scenario 
associated to the COVID-19 pandemic, may reflect 
variations in consumption of energy patterns during 
lockdowns or orders to stay at home. This 
information can be helpful for managing energy 

use, creating budgets, and promoting sustainability 
in residential settings. It can also be used to 
understand and quantify fluctuations in power 
consumption under various conditions. 

Table 2: Power Usage Per day in Weekday and Vacation 

Hours Vacation Weekday 

0 0.6 1.2 

1 0.5 1.3 

2 0.48 0.6 

3 0.25 0.8 

4 0.3 0.9 

5 0.28 0.35 

6 0.2 0.49 

7 0.21 0.5 
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8 0.3 0.3 

9 0.21 0.28 

10 0.19 0.25 

11 0.21 0.75 

12 0.29 0.45 

13 0.28 0.45 

14 0.49 0.48 

15 0.58 0.5 

16 0.6 0.51 

17 1.32 3.7 

18 0.62 3 

19 1.96 3.35 

20 1 2.25 

21 0.9 2.98 

22 0.5 3 

23 0.52 1.75 

 

The given information consists of a time 
series dataset with the columns Hours, Vacation, 
and Weekday is tabulated in table 2 which is shown 

in Figure 6. The Hours section lists the hours of the 
day from 0 to 23, whereas the Vacation and 
Weekday sections list numbers that could reflect 
various energy usage measures. The Vacation 
column seems to record energy use or associated 
information at various times of the day. The figures 
fluctuate, indicating different patterns of energy use 
over the course of a 24-hour period. This column 
might provide information about a specific 
location's or household's energy usage. Weekdays 
and weekends appear to be distinguished in the 
"Weekday" column, with lower values most likely 
denoting weekdays and higher ones presumably 
denoting weekends or holidays. Knowing that 
consumption patterns differ among workdays and 
non-workdays may benefit from this distinction. 
Overall, this information has the potential to be 
used for modelling and assessing patterns of energy 
usage, especially in connection to the moment of 
day or whether it is a weekday or the weekend. This 
data might be used to provide insightful 
conclusions through additional analysis, 
visualisation, and statistical modelling that would 
help guide energy management plans or decision-
making processes. 

 

Figure 6: Power Usage Chart of Weekday and Vacation 

Table 3: Power Usage per Month in Three Years 

Months 2017 2018 2019 

January 350 380 370 

February 325 300 290 

March 400 380 320 

April 500 370 410 

May 700 720 600 

June 750 1060 930 

July 810 1230 1060 

August 780 1220 1150 

September 790 820 890 

October 600 790 520 

November 400 390 300 

December 300 360 280 

The supplied information is a tabular 
dataset 3 with the following three categories: 
Months, 2017, 2018, and 2019 in Figure 7. The 
numerical numbers in the corresponding columns 
reflect some type of data or measurements for the 
respective months in the specified years, and every 
row corresponds to a certain month of the year. The 
information appears to display numerical values for 
every month in each of 2017, 2018, and 2019, 
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which might be any number of variables, including 
sales, temperatures, or any other quantifiable 
quantity. Making educated choices or forecasts 
according to the observed past information may be 
made with the use of the dataset, which can be 
useful for analysing and visualising patterns and 

trends over the course of three years and throughout 
various months. 

 

 

Figure7: Graphical Representation of Power Usage in Three Years 

5.2 Performance Evaluation 
The root-mean-square error (RMSE), the 

mean absolute error (MAE), and correlation 
coefficient (R) were used to assess the forecast's 
accuracy. The RMSE calculates the discrepancies 
between observed and anticipated values. Between 
projected and measured values, the MAE displays 
absolute errors. . The improved forecast accuracy is 
indicated by lower RMSE, MAE values. The R 
method is employed to assess the consistency 
between observed and anticipated data. The 
strength of the link increases with the R's absolute 
value. These metrics are frequently used to evaluate 
how well machine learning algorithms anticipate 
outcomes. (12), (13) and (14) are the equivalent 
equations 

  (12) 

  (13) 

 (14) 

where n is the total number of the data 
samples and  and  are the real and anticipated 
consumption of energy, respectively. 

Table 4: Comparison of Various Methods 

Methods MAE RMSE  score 

LSTM 3.9 26.2 0.74 
CNN 4.7 39.9 0.7 

CAE-LSTM 2.9 13.5 0.9 
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Figure8: Performance Evaluation of Various Methods 

Long Short-Term Memory (LSTM), CNN 
(Convolutional Neural Network), and CAE-LSTM 
are three alternative methods that are compared in 
Table 4 in the context of a predictive task that is 
probably connected to data analysis or modelling 
and is depicted in Figure 8. The effectiveness of 
these methods is evaluated using the assessment 
measures MAE (Mean Absolute Error), RMSE 
(Root Mean Square Error), and R2 score 
(Coefficient of Determination). With the smallest 
MAE and RMSE values, CAE-LSTM has the 
highest overall performance, indicating higher 
accuracy in its forecasts. Furthermore, it receives 
the greatest R2 score, demonstrating a significant 
correlation between its forecasts and the actual 
data. Contrarily, LSTM and CNN exhibit 
marginally worse accuracy and correlation, 
indicating that CAE-LSTM might be the best 
technique for the particular task at hand, which may 
involve time-series data or sequential data analysis. 

5.3 Discussion 
CAE-LSTM methods provide tremendous 

potential for managing energy and environmental 
sustainability when used to optimise residential 
energy use. This hybrid technique offers a solid 
framework for assessing and forecasting energy 
consumption trends in residential settings by 
combining the benefits of CAEs for extraction of 
features and LSTM networks for temporally 
modelling. The effective extraction of pertinent 
characteristics from complicated energy data sets, 
including those containing information on gadgets, 
the environment, and occupancy, is made possible 
by CAEs' exceptional ability to capture spatial 
relationships within the data. On the reverse hand, 
LSTM networks are skilled at simulating the 
temporal changes of energy usage while taking 
changing patterns into account. By combining these 
two systems, CAE-LSTM may offer a 

comprehensive understanding of household energy 
consumption patterns, allowing for more precise 
projections and well-informed energy optimisation 
decision-making. 

Additionally, CAE-LSTM models have the 
ability to monitor and manage domestic energy use 
in real-time, resulting in more effective resource 
utilisation and lower energy costs for homeowners. 
These models are able to continuously analyse data 
from a variety of sources, including smart metres, 
sensors, and previous consumption data to find 
unusual patterns or abnormalities in energy use, 
which may be a sign of broken appliances or 
ineffective procedures. Through the use of active 
energy management techniques like load moving, 
response to demand, and appliances planning, 
significant energy savings and a smaller carbon 
footprint can be achieved. However, the effective 
application of CAE-LSTM in dwellings also raises 
crucial questions concerning security and 
confidentiality of data, as careful management of 
access to specific energy consumption data is 
required to safeguard user information. In summary, 
CAE-LSTM systems have the potential to 
completely transform household energy 
consumption optimisation by providing a data-
driven strategy that improves sustainability and 
energy efficiency while resolving issues with 
privacy and security. 

6. CONCLUSION 

The utilization of CAE-LSTM models to 
optimise domestic energy use, in conclusion, offers 
a viable path towards raising energy efficiency, 
promoting sustainability, and enabling savings in 
costs for consumers. This mixed method blends the 
temporal modelling effectiveness of LSTM 
networks alongside the spatial extraction of features 
capability of CAEs to enable a thorough 
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investigation of household energy usage trends. 
These models can be used to help individuals, 
services, and policymakers make more educated 
choices about how much energy to use, which will 
have a positive impact on the management of 
resources and the environment. To enable the 
appropriate and moral application of CAE-LSTM 
simulations in residential settings, it is essential to 
solve privacy and security issues related to 
obtaining detailed energy data. Future research 
potential in household energy optimisation are 
really interesting. To enhance predictions, these 
methods incorporate information gathered from 
smart home gadgets and current weather reports. 
On-device analysis can be made possible by 
advances in edge computing, allaying privacy 
worries. Authorities, services, and tech companies 
working together can encourage wider adoption, 
opening up possibilities for a future that is more 
efficient and sustainable. In conclusion, the 
application of CAE-LSTM to household energy 
optimisation in the future has enormous potential to 
change how they use and oversee the electricity in 
the homes. 
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