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ABSTRACT 

 
Over the past ten years, researchers have studied the Content Based Video Retrieval System, based on 
numerous applications, advancements, and technologies. In video retrieval systems, there is still a 
requirement for the high-level semantic elements as and the processing of low level materials.  As a result, it 
inspires and motivates a lot of academics to learn more about the content Retrieval and to make more useful 
and effective while creating system applications. Analysis of video for retrieval of key aspects is regarded as 
earlier work. In this instance, input videos from YouTube are watched for analysis. After that, foreground 
segmentation is carried out to find a lot of tiny subset objects since each subset must identify the foreground 
video class. Given for feature extraction is the split region. In this study, four distinct methods for extracting 
features—chromatic moment, blur, color variety, and reflection features are taken into consideration. The 
high dimensionality characteristics are removed from the retrieved features using Principal Component 
Analysis since they may affect classification accuracy. The feature vectors are taken into account while 
combining all of the parts. The Nave Bayes classifier is used to complete the classification process. Metrics 
including accuracy, precision, recall, and F-measure are used to gauge how effectively video retrieval is 
performed. The predicted model outperforms the current strategy when the proposed model and the in-depth 
learning approach are compared. 
Keywords: Content Retrieval, Foreground Segmentation, Image Retrieval, Chromatic Moment, Naïve Bayes 

Classifier. 
 
1. NTRODUCTION: 
 
The method of searching and retrieving videos 
based on their visual content as opposed to just 
their metadata or textual content is known as 
content-based video retrieval. It entails assessing 
video visual aspects and qualities such as color, 
texture, structure, motion, and semantic content in 
order to locate pictures that are visually similar to 
or related to a particular query[1]. Content-based 
video retrieval tries to automatically analyze and 
interpret the visual content of videos, in contrast 
to conventional video retrieval techniques that 
rely on human annotations or textual descriptions. 
It enables users to search for films based on their 
actual content rather than how they are labelled or 
described by extracting and comparing visual 
elements. Content-based video retrieval systems 
typically comprise two major steps i.e., feature 
extraction and similarity matching. With usage of 
deep learning methods like CNNs or 3D CNNs, 
different visual features are recovered from video 
frames or sequences during the feature extraction 

stage. These features record various elements of 
the video, such as things that are in the scene, 
events that are taking place, or patterns of 
movement. Multimedia information systems are 
becoming more crucial due to the growth of the 
Internet, and as well as increasing multimedia 
data visualization. A multimedia database should 
be efficiently used to extract, store, as well as to 
retrieve video data[2]. Utilizing video content for 
video archiving and searching presents a 
challenge to multimedia administrators. Many 
approaches came in recent years to index and 
retrieve films based on content properties. The 
features of the video content, like object, motion, 
speech, etc., can be extracted. The retrieved 
features are analysed in the similarity matching 
process to assess the degree of similarity or 
distance between videos. This comparison can be 
based on multiple similarity measures, such as 
Euclidean distance, cosine similarity, or learnt 
distance metrics using deep learning models[3]. 
Videos with comparable visual elements or 
substance are deemed relevant and are retrieved 
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as results. Content-based video retrieval has 
several applications, including video search 
engines, video recommendation systems, video 
surveillance, video summarization, and video 
content management. It allows users to search 
movies based on visual similarity, identify related 
or comparable videos to a particular query, and 
explore video collections based on their real 
content. The efficiency and accuracy of content-
based video retrieval have been considerably 
enhanced by the developments in deep learning 
algorithms, such as CNNs, RNNs, and 3D CNNs. 
These methods allow for more accurate and robust 
retrieval based on visual information since they 
can learn from video data and derive meaningful 
representations from it. 
 
In order to search videos, organize and retrieve 
videos with content base, effective techniques are 
required given the exponential growth of video 
content on platforms like social media, video 
sharing websites, and surveillance systems. 
Automatic visual feature extraction and 
representation from video data is now possible 
because of deep learning algorithms, which have 
shown to be potent tools in this field. 
Convolutional and recurrent neural networks, two 
types of deep learning models, have shown unique 
efficiency in tasks like object and activity 
recognition and scene comprehension. These 
models may learn complex patterns and 
representations from raw video data by using the 
hierarchical and compositional characteristics of 
neural networks, enabling more accurate and 
robust content-based video retrieval. The manual 
annotation and textual information used by 
traditional video retrieval techniques can be time-
consuming and prone to mistakes. Deep learning-
based techniques, on the other hand, can discover 
discriminative features automatically from video 
data, removing the need for considerable 
manualmat labelling. These models can collect 
both geographical and temporal information, 
allowing for more extensive video analysis and 
retrieval. RNNs are used to capture temporal 
dependencies and motion patterns, CNNs to 
collect spatial features from individual frames, 
and 3D CNNs to develop spatiotemporal 
representations are just a few examples of deep 
learning techniques for video retrieval. Siamese 
networks are used to learn video-to-video 
similarity metrics, whilst variational autoencoders 
(VAEs) can build compact representations of 
video material. For a more complete visualization, 
two-stream networks combine geographical and 

temporal information. Deep learning approaches 
enable content-based video retrieval systems to 
rapidly analyze and index huge video libraries, 
enabling accurate video search and 
recommendation, and support a variety of 
applications such as video surveillance, video 
summarization, and content-based video analysis. 
This study's motivation is to more effectively 
tackle the challenge of video retrieval and  expand  
space available for searches in the database. A 
combination of characteristics and video content 
forms the basis for the video searching. This 
might improve video retrieval accuracy. The 
proposed model's important contribution is 
outlined as: 
1) YouTube  Database is taken as input. The video 
frames are divided into foreground segments and 
background segmentation. 
2) Four distinct methods like Chromatic moment, 
blur, color variety, and reflection properties, 
features are extracted. 
3) Principle Component Analysis (PCA) is used to 
combine the mean values obtained utilizing 
feature extraction methods. The term "feature 
fusion" refers to this method. 
In this area, ongoing research addresses the 
drawbacks of video understanding, 
representation, handle large-scale video datasets, 
increase the efficiency and accuracy of deep 
learning models, and provide strategies that can 
generalize effectively across a variety of video 
content. The use of deep learning in video 
retrieval is evolving, leading to breakthroughs in 
analysis, search, and determining future of 
content management and comprehension. 
For the majority of video databases, retrieval of 
data is unfeasible, necessitating query-based 
search. The assumption of a suitable and 
comprehensive collection of tags may not be 
accurate given the constantly growing size of 
video databases, making content-based video 
retrieval approaches essential. Users have been 
drawn to content-based video retrieval because, in 
contrast to text-based search, they use multimedia 
material far more frequently in daily life. 
However, content-based retrieval is extremely 
important when dealing with massive databases or 
data warehouses. CBVR system considers the 
following steps:  

1. Analysis of input video composition.  
2. Key frames recognition and 
segmentation.  
3. Region of Interest for prominent 
features extraction method is to be 
determined.  
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4. Developing a database that is 
segmented and uses a key frame scheme 
in accordance with the application's 
nature.  
5. Comparing and extracting information 
content from databases using database 
queries.  
6. Using the query videos, retrieve 
videos from a huge multimedia database. 

 

 
Figure 1: System architecture 

 
2. RELATED WORK: 
 
The video retrieval is the subject of numerous 
studies in recent years. These researches have 
made significant advances in accuracy and 
processing speed, but their diversity of content 
identification and experimental datasets remains 
limited. A word detector using video input was put 
forth by Yu Youngjae et al., who claimed that it 
could be trained end-to-end alongside any 
language models without a need of outside 
knowledge sources [15]. In  2016 Large Scale 
Movie Description Challenge, the idea was put to 
the test. [16] handled audio-based video retrieval 
by taking audio similarity measures between 
video pairs. Wavelet-based signatures are used in 
the CBVR system presented by Robles Oscar D. 
et al. in [4]. This method computes a 
multiresolution plot using the Haar transform. 
Signatures were described in XML2, a common 
description language. 62 movies with 817 
recordings were used as the database for the 
experiments. 
Local feature descriptors are employed by Dipika 
H. Patel [5], who is renowned for their rapid and 
reliable detector search capabilities. The 
distribution matrix and Hessian-like techniques 
are also offered, which enhances system 
performance. SURF proved to be more useful to 
the author than earlier methods like SIFT, PCA 
shift. There are a few techniques used in video 
database management system technology that 

have been mentioned and discussed in reviews 
[6,7,8,9,10]. These techniques include color 
correlation invariance, image segmentation, 
keyframe extraction.  
[11] developed his Kekre transform approach 
similar to discrete walsh and haar transform. In 
essence, to lower the size of the feature vector 
commonly use factor coefficients via the modified 
frames. We use similarity metrics such mean 
squared error (MSE), accuracy, and recall. When 
utilizing the Haar transform, the average precision 
and recall are observed to be 0. 
To test the effectiveness of image, Chao et al. [12] 
predicted JPEG with CBIR query photos and they 
came to the conclusion that using a Hessian Affine 
detector a powerful JPEG yields good and reliable 
performance. Color and texture features, as well 
as the extraction of features utilizing the Gabor 
filter and color histogram.   [13] The Multi-Scale 
technique attempted to do away with the necessity 
for scale selection, while still enhancing the 
quality of natural photographs. [14] explains a 
method for enhancing algorithms by using the 
HIS color space.  To enable the technique to 
function properly, the pixels were spitted using a 
classification method.   
The video segmentation presented by [21] uses 
various change detection, adaptive threshold 
techniques, to determine threshold noise and to 
this noise-robust approach is utilized.  Comparing 
the resulting segmentation results to those from 
other techniques, they exhibit low computation 
convolution and great efficiency.  
Key frame summarizing utilizing histogram-
based techniques are both handled by a system 
presented by Zhong Qu et al. in [96].  The 
segmentation of video shots include techniques 
including Histogram intersection, etc.  Depending 
on image entropy for each HSV frame each of 
these shots was given consideration with a key 
frame. The testing outcome demonstrates that the 
method provides an improvement at certain 
degree. 
In order to identify the significant events in aired 
videos, [19] provide video summarizing 
framework.  The system derives significant 
incidents and significant actors from player 
popularity and sentiments.  Authors have 
therefore successfully identified the crucial 
players and crucial events.  
A System with level features is presented by 
Santhosh Kumar K. et al. in [20].  The feature 
vector is chosen using methods like Mean, 
Standard deviation, and Entropy.  Utilizing the 
Euclidean Distance method, the similarity 
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measurement is processed.  The adoption of a 
multi-feature technique increased precision and 
recall by 18 to 16%, respectively, and the results 
attained up to 60% on average.   
The automatic signage video detection was 
proposed by S.S. Gornale et al. [21]. Traffic signs 
were the primary focus of the work's content. 
SVM and KNN are then used to classify these 
signs using the LBP feature vector.  
 Using a statistical distance method and the 
behavioral content of the videos, L Zelnik Manor 
et al. [22] provide video sequence extraction. The 
system's nonparametric nature allows it to manage 
a variety of dynamic occurrences. The measure is 
applied by the authors for a variety of multimedia 
applications. They observed event-based accuracy 
is less in these models and more advanced.   
In order to offer video shot boundary detection, 
Nikita Sao [23] first introduces graph theory, that 
determines set of nodes based on graph groups.  
Their discontinuity is then elevated and contrasted 
with a threshold value. The nodal analysis is 
effective, with positive outcomes of boundary 
detection.  
A method for classifying objects into many 
classes offline has been put out by Chandra Mani 
Sharma et al. [24]. Multiclass Exponential 
Boosting, Stage-wise Additive Modelling, and 
Haar-like features have all been employed. The 
approach has a detection accuracy of 98.30% 
when processing 25 frames per second.   
Using the adaptive threshold method, [25] 
described a method for video segmentation. 
Levels semantic annotation is used to represent 
the video.  When compared to a conventional 
system that retrieves videos using color features, 
the experimental results are 13% to 19% higher.  
A multilayer feature and Latent Structured SVM 
(LSSVM)-based action recognition system was 
suggested by Xingxiao Wu [26].  For the 
representation of local spatiotemporal situations, 
the Gaussian mixture model (GMM) is used.  The 
LSSVM approach is employed to ensure 
compatibility between features and labels.  The 
UCF50 database, YOUTUBE, and UCF Sports 
databases were used for the trials. As a result, they 
were able to get 86.91% for SVM and 88.04% for 
LSSVM. 
A CBVR video segmentation is presented by S. 
Padmakala et al. in [27]. LBP and color 
characteristics are used in the segmentation 
process, while OFR is used to determine the best 
frame. The distance between these features is 
compared using feature weighting. The video is 
retrieved only if the distance between the matches 

are smaller than threshold value. Various 
experiments were found to be effective and well-
done by the authors.  
By combining frequency analysis with a 2-D 
method, [28] described a system, When used in 
conjunction with the current underpinning 
approach of SURF implementation, experimental 
analysis demonstrates that the proposed strategy 
performs better.   
For video recovery, [29] employed feature 
extraction technique.  For online data retrieval, the 
suggested approach has achieved recall rates and 
precision of 80%.  The experiment revealed that 
the performance of the multiple feature CBVR 
system was superior to that of the single feature 
CBVR system.  
  A video search and indexing system built on 
SVM has been reported by Paul et al. [30].  The 
system makes use of state transition rectification 
techniques and estimates transition quality.  The 
Dynamic Power Management approach measures 
energy efficiency.  The SVM result had a 
precision rate of approximately 83.83%, while the 
query results from indexing the graph had an 
accuracy of 80%. 
 

S.N
o 

Methods 
adopted 

Databas
e 

Research 
Findings 

31 Object 
tracking, 
detection 
and 
segmentatio
n of motion 

Feature 
database 

The authors 
of 
egoMotion 
conclude 
that because 
static object 
annotation 
is lacking 
from the 
FBMS, 
state-of-the-
art 
performanc
e cannot be 
attained 
despite the 
method's 
successful 
results for 
YouTube, 
SgeTrackv2
, and 
egoMotion.   

32 Semantic 
gap between 
low and 
high levels 

Feature 
library 

According 
to the trial 
findings, 
recall and 



Journal of Theoretical and Applied Information Technology 

15th December 2023. Vol.101. No 23 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7860 

 

precision 
both 
averaged up 
to 60%. 
Additionall
y, the 
employmen
t of a multi-
feature 
technique 
increased 
precision 
and recall 
by 18 to 
16%, 
respectively
. 

33 text 
identificatio
n and 
localization 

Feature 
library 

The multi 
model and 
cross video 
retrieval is 
the focus of 
this work. 
These 
approaches 
have some 
flaws that 
have been 
found. 

34 OCR 
approach 

Feature 
library 

The 
erroneous 
rate is 
eliminated 
in this case 
using the 
stroke width 
transform. 
The spelling 
is checked 
and 
integrated at 
the very end 
by OCR. 
The 
precision 
may be 
superior, but 
it disappears 
when the 
noise level 
is larger. 

35 automatic 
system 

Feature 
library 

Keywords 
and text 
content are 
utilized for 

testing. The 
study of 
multiple 
videos 
shows that 
accuracy is 
improper. 

36 automatic 
approach 

Feature 
library 

Slides from 
a video 
were used to 
extract the 
information. 
However, 
because of a 
higher recall 
value, the 
performanc
e is really 
worse. 

 
The efficiency of classification is evaluated by 
accuracy. It is assessed using Eq. (1): 

 
In order to assess classification accuracy, F-
measure uses recall and precision. 

 
3. METHODOLOGY: 

 
The various phases involved in proposed 
model comprises of: 
a. Base video segmentation 
b. Neutral, blur, reflection and color 

feature extraction 
c. Classification using Naïve Bayes 



Journal of Theoretical and Applied Information Technology 

15th December 2023. Vol.101. No 23 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7861 

 

 
Fig 2: Proposed model 

 
3a. Proposed model: It contains following steps: 

 1: Start the process. 
       2: Perform video groups ‘V’. 

 3: grouping the video set(V=v1,v2…..,vn) 
 4: While // if the probability value is greater 
than the extracted features. 
 5: Start v1 of the video group's feature V. 
 6: pertinent features and original features are 
to be mapped.  
 7: If max P(V q||Q c) then 
 8: Based on the user query, add a feature to 
the set of videos that were found. 
 9: skip unnecessary feature set. 
10: End 

When a user query founds a classifier, the key 
feature along with query feature has to be mapped. 
In this case, matching procedure uses the posterior 
probability, and a classifier must retrieve the video 
with greater probability. A Classifier must match 
features with a specific group in equation (5). The 
characteristic that corresponds to this group is 
obtained and extracted. The generated query shoul 
be identical to video cluster and defined in Eq.(6).  
A standard query cluster is enhanced in this case 
to determine matching correlation for video 
retrieval and this improved model is shown in Eq. 
(7). 

 

 

 

 
where Q = 1,2,...,q represents multiple clusters, 
CCR is the cluster correlation with the relevant 
features membership function, P is the probability 
of videos.   
 
 
3b. Feature extraction: 
Four distinct models—color, opacity, color 
diversity, and feature reflection were used for 
feature extraction. The reason behind selecting 
these features is that which will give more 
accuracy. To reduce data with various dimensions 
affecting classification accuracy, the mean values 
were taken into consideration for merging, and 
feature merging with principle component 
analysis (PCA) was carried out. A video's color is 
typically regarded as a significant distortion 
during both video recording and video playback. 
Because of the inadequate color pre-production 
qualities, this distortion can make it possible to 
tell the difference between false and live footage. 
In comparison to live video, printed video may 
generally have less contrast and color saturation. 
On-screen video, in comparison, displays greater 
contrast and brightness than live video. The color 
contrast between the false video and the live video 
is used in this instance to evaluate the video-based 
color distribution. The mean of the video, 
standard deviation and color distribution is 
evaluated by using below equations: 
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A entire pixel ‘N’ is one where the value of the ith 
color channel's pixel is. These statistical moments 
are regarded as chromatic moment features for 
each channel. As a result, the color feature 
dimension is 3*3. The feature exhibit certain 
unique characteristics in local and smaller regions 
of films.  
 
4. EXPERIMENTAL RESULTS: 
 
A simulation was carried out in PYTHON by 
using, 
Processor: Intel Core i7 
operating system: 64-bit 
 RAM: 8 GB  
Better classification outcomes are obtained using 
Bayes technique. The input video frame is shown 
in Fig. 3, it was obtained from the dataset and the 
foreground segmentation process is represented in 
Fig. 4.  

 
Figure 3: image from input video 

 
Figure 4: Foreground segmentation 

 
 

Table 2: Feature values 
Mean Skewn

ess 
Blur Reflectio

n 
Color 
diversit
y 

7.289  40.171 0  0.067  6.683 
36.540  86.823 2.50

4 
0.096 32.14 

17.808  62.940 0 0.069 22.82 
43.524  94.206 2.43

1 
0.095 31.585 

47.050 96.615 1.80
9 

0.089 41.414 

15.282 58.47 4.86 0.09 15.01 
7.3078 40.35 6.86

4 
0.07 6.971 

162.45 119.67 0.60
8 

0.090 169.8 

10.106  44.727 5.61
6 

0.045 10.51 

6.396  38.92  0 0.105 6.389 
11.99 50.67  5.29  0.063 12.62 

 
Table 3: Performance measures 

Data size Accuracy F-
Measure 

Precision Recall 

FF with NB 98 99 98 99 
Deep learning 98 97 98 96 
Extensive 
feature set 

- 60 6678 60 

OCR - 71 75 66 
OCR and ASR - 70 76 68 

 
Figure 5: Precision 

  
Figure 6: F-Measure 
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Figure 7: Recall 
 

Figure 8: Accuracy 
 
There are significant inter class and intra class 
variances in the database video. They are real-
time environments that have been captured. The 
lighting, background, partial occlusion, and 
illumination are some of the current issues with 
this video collection. The videos are gathered in a 
variety of situations. The selection of an object 
region from the key frames is then done using 
foreground segmentation. Feature fusion NB 
classifier is used to extract and learn the features 
from frames and segmentation. 
Recall and precision values are weighted 
averaged. Values range between 0 and 1, whereas 
1 represents the high score and 0 represents less 
value. An accuracy of the suggested FF in 
comparison to NB and Deep learning is shown in 
Table III. The F-measure of FF with NB, DL, EFS, 
OCR, OCR with ACR is shown in Table 4.  
 
5. CONCLUSION:  
 
In this study, we used a novel approach for video 
recommendation. This approach uses low-level 
features to provide users with individualized 
recommendations. We have suggested a novel 
video retrieval from an untrimmed set of videos in 
this study. 
The proposed approach gives more accuracy than 
all the existing systems.To obtain video from the 
accessible database, the suggested model takes 
Youtube action database is taken into account in 

this calculation. Foreground segmentation is done 
using video frames, then feature fusion is done 
next. Based on features collected from different 
parameters are combined. With linked videos, the 
likelihood that the element will be removed rises. 
For obtaining movies, a Nave Bayes classifier is 
utilized in the end. The videos in this instance are 
partitioned or clustered. To extract the functions, 
NB maps the correlation between the features. 
 
6.FUTURE WORK: 
 
This work done using core parameters. The 
accuracy may be varied if we use different 
parameters. 
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