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ABSTRACT 

 
In the entire world, cardiovascular diseases (CVD) are the main cause of death compared to other disease. 
Before experiencing a catastrophic heart failure event such as a stroke, heart attack, or myocardial infarction, 
people with CVDs may not receive a diagnosis. To address the above problems, To address the above 
problems, this paper proposes a Dense Inception Attention Neural Network (DIAN-Net) for the Classification 
of Cardiovascular Diseases using ECG Signals, We add residual blocks, and residual convolutional layer 
pathways are integrated into the atrous spatial pyramid pooling (ASPP) module and Multi-Scale Context 
Fusion  Block (MSCFB). To fuse convolutional feature maps in encoding layers, the ASPP unit used a 
learnable set of parameters. An efficient architecture for feature extraction during the encoding step is the 
ASPP unit. We integrated the AD unit with the benefits of the U-Net network for deep and shallow features. 
The proposed decoder takes advantage of the multi-scale features from the encoder to predict CVD regions. 
The aforementioned tests demonstrate that the newly created deep learning models may be very helpful in 
clinical decision-making and nuclear medicine. The experimental results show that the algorithm in this paper 
has a smaller number of parameters and shorter training time, and outperforms other methods in terms of 
subjective visualization and objective evaluation metrics on multiple benchmark datasets. 
Keywords: ECG Signal,  CNN, Dense Layer, Cardiovascular Diseases.  
 
 
1. INTRODUCTION 
 
Heart disease, or cardiovascular disorders, is the 
world's largest cause of mortality, according to the 
World Health Organisation. An estimated 17.9 
million lives are lost to them annually, making up 
32% of all fatalities globally. Myocardial 
infarctions (MI), commonly referred to as heart 
attacks, account for over 85% of all heart disease-
related deaths [1]. If cardiovascular disease is 
effectively diagnosed and treated early on, many 
lives can be spared [1]. The healthcare system uses 
a variety of methods, including blood testing, 
computed tomography, cardiac magnetic resonance 
imaging, echo, ECG, and others, to identify heart 
disorders [2].[3]. The ECG is a widely used, 
reasonably priced, and non-invasive method of 
determining the heart's electrical activity [4]. It is 
employed to detect cardiovascular disorders linked 
to the heart [4]. 
Heart attacks, strokes, and even death can result 
from cardiovascular diseases (CVDs), which cause 
plaque to accumulate in the heart's arteries, the 

brain's arteries, and inside the body's major blood 
vessels. The primary  
cause of mortality in the US is coronary heart 
disease1. A variety of techniques, including MRI, 
X-ray, ultrasound, and heart sounds, can be used to 
diagnose CVDs 2–6. 
The standard 12-lead electrocardiogram (ECG), 
among other techniques, is the clinical instrument 
most frequently used to diagnose heart disorders 
since it is straightforward, non-invasive, and 
reasonably priced. However, ECG interpretation 
takes a lot of effort and expertise from highly 
qualified cardiologists. Cardiologists are able to 
diagnose patients more accurately when they use 
computed assisted detection and classification of 
heart problems[5-8].Following the development of 
Convolutional Neural Networks (CNNs), they have 
been applied to the field of medical image 
segmentation. U-Net[1] is one of the most universal 
networks. However, CNNs are only good at 
acquiring local features and hard to capture long-
distance dependencies effectively due to their 
restricted perceptual field. Moreover, the fixed size 
and shape of convolutional kernels cannot 
effectively adapt to the types of inputs, which limits 
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the further applicability of CNNs. Most of the time, 
the medical image segmentation task is not a local 
issue. Therefore, acquiring high-quality global 
information is crucial for improving model 
performance. To make up for the weakness of 
CNNs, transformers are applied to the area of 
medical image segmentation. Following the 
methodology of Vision Transformer (ViT) [2], [3] 
sequenced images into patches and then utilized 
transformer modules to get the relationships among 
the patches, which facilitates subsequent modules to 
use them to guide feature representations. 
Deep learning models including convolutional 
neural networks (CNNs) gradually become a 
common method in medical imaging, particularly in 
artifact correction and noise reduction. 
Deep learning methods combine with traditional 
analytical or iterative schemes to provide greater 
efficiency and precision [12]. In CVDs 
classification, neural networks can be trained on 
large datasets to extract image features and restore 
missing information from rarefaction angles. For 
instance, U-Net-based interpolation of sinograms 
can synthesize missing data in sparse-view 
sinograms [13]. iCT-net [14] is proposed to 
incorporate the reconstruction process into the 
network. The incorporation of prior images into 
CNN-based methods has also been explored. CycN-
Net [15] introduces a novel approach wherein both 
the degraded and the prior images are encoded and 
jointly utilized in the decoding step. Recently, there 
are many processes that combine deep learning with 
motion compensation schemes. For example, the 
3D U-net is used to optimize the image and combine 
it with motion compensation[16-18]. The remaining 
sections of the paper is arranged like; Section 2 
summarizes the literature review based on heart 
disease prediction followed with the proposed 
framework is illustrated in Section 3. Moreover, 
Section 4 discusses the experimental results and the 
paper is concluded in Section 5. 

 

2, LITERATURE SURVEY: 

Many research works  have been carried out to use 
machine learning and deep learning techniques to 
automatically forecast cardiovascular illnesses by 
employing ECG as a digital or picture data 
representation.  

Miao et al. [19] have described an improved random 
survival forest (iRSF) a multi-hazard approach that 
determines cardiovascular disease fatality. 
Depending on 32 indicators, such as biometrics, 

diagnostic features, analytical relevant data, and 
prescriptions. This method can identify the inpatient 
survival of ICU patients experiencing heart failure. 
It sought to develop predictions that may 
differentiate participants at varying levels of risk, 
particularly for authentic parameters and 
characteristics in smaller numbers. The increased 
survival function is predicted efficiently. However, 
in-home monitoring options it is inadequate to 
regulatory requirements throughout many contexts. 

Jinee et al. [20] suggested a hybrid fuzzy-based 
decision tree algorithm that describes the technique 
employed in heart disease prognosis. Cardiac 
sensors, oxygen saturation sensors, and especially 
hemoglobin duration detectors can be used for 
illness assessment and therefore are connected to 
the human chest to determine the existence of the 
disease. The alerting method incorporates an 
adjustable message alert, which sends notifications 
to the appropriate doctor and caregiver. It is 
efficient, specific, and sensitive to access the 
suggested technique. Thus, the patient’s medical 
expenses have become more expensive. 

Ali et al. [21] have demonstrated a hybrid grid 
search algorithm (HGSA) to strengthen the 
diagnosing procedure. The input variables of the 
two models are combined to form a hybrid grid. The 
initial parameter of the hyperparameter will produce 
the ideal points of optimized iterations. The 
maximum node mostly on the hybrid grid relates 
towards the perfect extracted features as well as the 
appropriate deductive approach, both of which 
should exhibit outstanding results on the ideal 
extracted features. It is effective in the complexity 
of time and gives better results within a short period. 
Moreover, a greater level of professional skills is 
needed.  

Ramesh et al. [22] highlighted an Information Gain 
based Feature Selection (IGFS) to increase the 
reliability of cardiovascular disease risk assessment. 
The two sections of the dataset are testing and 
training datasets. The dataset retrieved by the 
feature dataset to complete the process will decrease 
when each of the functions has been used. The 
training phase provides a large dataset to teach 
learners the skills needed for forecasting. It is 
efficient and improves performance. However, 
using other models heart diseases are predicted 
more accurately. 

Mienye et al. [23] describe a sparse autoencoder 
(SAE) approach to accurately forecast cardiac 
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illness. The architectures with autoencoders 
recreate their source somewhere at the outcome and 
are mainly composed of a decoder and encoder. The 
original data is processed in the input data that are 
modified in low-level representations, the input is 
converted into a unique conception. It enhances the 
model's functionality, efficiency, and stability. 
Hence, it is complicated to use the features in large 
datasets. 

Gokulnath et al. [24] have determined the support 
vector machine (SVM) to put forward an 
optimization function for determining the more 
important factors to develop heart disease. The 
important features from the dataset have been 
determined by using several proper evaluation 
methods. The noisy and incomplete data with 
essential functions evaluate the classification 
features. It is utilized in many systems when there 
is little communication between variables and in 
which information with limited dependence is 
captured. The identification of a cardiac disease 
with higher efficiency. Hence, the expense of the 
process is increased. 

Gárate-Escamila et al. [25] have evaluated the 
dimensionality reduction method using a subset of 
features tool to identify characteristics of heart 
disease. The original information is evaluated using 
the six classifiers. To identify a singular and 
condensed collection of performance rating 
characteristics associated with the diagnosis of 
cardiovascular disease and authenticate those using 
classifiers. This method can be used in a variety of 
real-world scenarios as well as in other medical 
diagnoses. Therefore, the limited number of 
participants makes it impossible to generalize such 
observations to cardiovascular diseases. 

Nagarajan et al. [26] have implemented a genetic-
based crow search algorithm (GCSA) a dependable 
and effective way to identify heart problems. The 
feature selection is divided into two parts wrapper 
and filter method. The features are first filtered 
without first being classified, negating the need for 
a binary classifier. Every single one of the variables 
of the database is given model parameters, which 
are then evaluated for the entire data. It is a powerful 
and effective approach to detecting heart problems. 
However, duplicate data may contain noise so the 
training duration is increased is to be rectified. 

 

 

3. PROPOSED METHODOLOGY  

Tremendous progress in CVDs automatic 
classification has occurred, primarily due to the 
advances of deep convolutional neural networks. 
Those methods have outperformed traditional 
methods by a large margin in classification 
performance attributed to the powerful capability 
for automatic feature extraction. Nevertheless, one 
of the critical issues is following the strict 
assumption that the training datasets have an 
identical distribution to the test datasets. Medical 
datasets are typically acquired by hospitals with 
various scanner vendors and scanner protocols, 
resulting in variations of appearance distribution 
discrepancies (termed domain shifts). Most of the 
studies revealed the considerably deteriorated 
classification performance of well-trained CNNs on 
the testing set with such distribution discrepancy. 
Unsupervised domain adaptation , which mitigates 
the distribution discrepancies across domains by 
learning domain-invariant features or generative 
adversarial networks , is one of the typical solutions 
in solving domain shift issues. On the other hand, 
existing unsupervised domain adaptation 
techniques typically require sufficient accessible 
datasets from the target domain during the training 
procedure. This prerequisite may not be feasible 
because of the limited number of target domain and 
the unpredictable target domain shifts[27], the 
overview of the developed network, as shown in 
Fig.1. 

 
 

 
Figure 1 : Overall Flow Diagram Of The Proposed Cvds 

Classification System 

3.1 High-Resolution Block    

Currently, the majority of deep learning techniques 
use serial connections, and the residual network 
suggestion greatly increases the network's 
depth[38]. However, this scaling necessitates time-
consuming human adjustment, which frequently 
results in subpar performance. Additionally, the 
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network's total number of parameters is relatively 
big, which makes training the model challenging. 
This issue might be resolved by a high-resolution 
network (HR-Net). According to Fig. 2, it is a 
parallel network structure. The parallel network 
begins with high-resolution feature mapping and 
eventually connects multi-resolution sub-networks 
while also introducing high-resolution to low-
resolution sub-networks[28]. By repeatedly 
exchanging data on the parallel multi-resolution 
sub-network through the exchange unit, HR-Net 
conducts multi-scale fusion during the entire 
operation. At the same time, the exchange unit can 
simultaneously receive data from other parallel sub-
networks. Each stage has one more branch than the 
previous stage. The previous stage's feature maps 
were all fused together to produce the new branch. 
The number of channels is double that of the prior 
level, and the resolution is half that of the previous 
stage.  

 

Fig. 2. The Structure Of HR Block With Four Stages. 

The {Ix − Is} are the input feature maps, and {Ox 
− Os} are the output feature maps. Each output can 
be expressed using Eqn (1):    

   1

( , )
n

k x
x

O a I k



                                          (1)   

Equation (1) requires that all of the inputs have the 
same widths and resolutions. A change in resolution 
is necessary when the exchange unit between stages 
requires it, as defined by Eqn (2) for an extra out 
map. 
 

    1 ( , 1)s sO a O s  
                     (2) 

 

The functional (Oi, k) upsamples or downsamples 
Ox from resolution x to k, where x, s, and k 
represent the resolution., if  x = k, a( , ) is a regular 
connection. 
 
The suggested framework for high-level feature 
extraction has four steps, represented by the HR 
Block in Fig. 2, which is based on HR-Net. A 3X3 
convolution kernel, a batch normalization (BN), and 
four identical convolutional layers make up each 
convolution unit., and an activation of the rectified 
linear unit (ReLU). When downsampling, the scale 
of the original input is decreased using a 3X3 
convolution layer with a stride of 2. The nearest 
neighbor interpolation algorithm is used during 
upsampling to restore the resolution. After these 
operations are applied, the outputs of the three 
branches below are concatenated to form a single 
input for the ASPP module before being upsampled 
to adjust their resolutions to match that of the first 
branch. 
 
3.2 Atrous Spatial Pyramid Pooling 

The proposed framework adopts the same ASPP 
module as DeepLabv3+[29]. The 1X1 convolution 
branch and three 3X3 atrous convolution branches 
are part of the first section, as shown in Fig. 3(a). 
The respective atrous rates are 6, 12, and 18. There 
are 256 filters and a BN layer in  

 
    

 
Fig. 3. Details Of The Atrous Spatial Pyramid Pooling 

Module. 

each convolution layer. As seen in Fig. 3 (b), the 
second section uses global average pooling to 
extract image-level information and restore 
resolution by bilinear interpolation. The ASPP 
module's convolution branches are all combined 
and put into a 1 X 1 convolution layer with 256 
filters at the end. This procedure is used to lower the 
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parameters of high-dimensional features and 
enhance the module's capacity for expression. High-
level features are the ASPP module's product. 

 

Fig. 4. Low-Level Feature Extraction Module Of The 
Proposed System. 

3.3 Low-level Feature Extraction Module 

Texture features play an important role in 
classification and are one of the popular low-level 
features in image classifications Experimental 
research shows that the color-antagonistic receptive 
field mechanism of the human visual system is of 
great significance in a variety of visual perception 
tasks (such as edge detection, target recognition, and 
boundary detection). Furthermore, a Gabor filter can 
approximate the receptive field function of the simple 
cells of higher vertebrates well [30]. A set of Gabor 
filters with different frequencies and orientations can 
be used to extract useful visual features (textures and 
edges) for representation together with particularly 
appropriate ones. Dense Net[31] proposed an 
excellent dense connectivity pattern. The dense 
connectivity can be written as follows: 

                                                       

0 1 1([ , ,....... ])i i iH    
                                          

(3) 

Where  0 1 1[ , ,....... ]i     to the concatenation of 
the feature maps produced in layers 0, ..., i-1,  The 
non-Linear transformation, represented by Hi, 
consists of a BN layer, ReLU activation, and 
Convolution layer. The output of each Dense BLock 
is converted by the Transition layer. A BN layer, a 
ReLU activation, a 1X1 Convolution, and a 2X2 
Avg Pooling layer make up a Transition layer. These 
techniques can shrink the dimensions of channels 
and lower the size of feature maps. 
 
Considering the lack of spatial information and 
local geometric invariance of deep features 
extracted from the full connection layer, 
intermediate convolutional layers are utilized to 
extract deep features here. We define the deep 
feature maps of the convolutional layer as a three-
dimensional feature tensor and denoted as  Per 
Eqn(4)  
          

     𝑃 ∈ ℝ௄×ௐ×ு: 

 𝑃 = {𝑃௞ ∈ ℝௐ×ு},         𝑘 = [1,2, … , 𝐾] 
 (4) 

where 𝑃௞ represents the 𝑘୲୦ feature map, and 𝐾 is 
the total number of channels and 𝑊, 𝐻 are the 
spatial dimensions (width and height, respectively). 

To evaluate the deep features, we resize the deep 
feature maps to pixels. Each feature map is summed 
by a column to obtain the aggregated deep features 
𝑃′ ∈ ℝ௄×ଵସସ. We utilize the Euclidean distance as 
the distance metric between the low-level feature 𝔼 
and deep features𝑃′, as shown in Eqn(5): 

𝐷௞(𝑃௞
ᇱ , 𝔼) = ඥ(𝑃௞

ᇱ − 𝔼)ଶ  
                                          
(5) 

𝑠. 𝑡. 𝑘 = [1,2, … , 𝐾] 

The elements {𝑃௞
ᇱ }௞ୀଵ

௄  that yield the smaller 
distance within {𝐷௞}௞ୀଵ

௄  can be considered as more 
similar to 𝔼, and the ranked list is denoted as 
𝑅𝑎𝑛𝑘{𝑟}௥ୀଵ

௄ . The deep feature maps with smaller 
distance values contain more important 
information. 

A pair of serial Dense Blocks is used as the low-
level feature extraction module in order to improve 
the richness of low-level features and conserve 
computational resources, as illustrated in Fig. 4. The 
entire network's input is where it is. The original 
image serves as the module's input, while its output 
is supplied into the HR Block. In this work, each 
Dense Block has six 3X3 convolution layers for 
feature interaction. Following first Dense Block 
processing of the input image, the output is 
replicated into two routes. A path's feature maps are 
transmitted to the transition layer, while low-level 
features from another path are connected to the 
decoder's input. The 2X2 average pooling layer cuts 
the image's height and breadth in half after the 
transition layer. As a result, as compared to the 
original image, the low-level feature resolution of 
the output of the second block is reduced to a fourth. 

3.4 Triple Attention Module 
The CVDs classification  model strives to solve 
various degradation problems in different scenarios 
jointly. Due to the hierarchical processing and 
integration of features at different spatial scales of 
datas by network models, multi-scale and scale 
recursive models can be practical solutions to this 
problem. At the same time, it is necessary to 
establish an efficient feature extraction program in 
the process of learning features. 
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However, when considering this method, there is a 
significant flaw: usually, the input feature is 
spatially decomposed into a pixel through pooling 
layers to calculate the weight of these channels, 
which results in a significant loss of spatial 
information. Therefore, to improve the performance 
of ARB, Triple Attention Module (TAM) is 
proposed in the CNMS, which aims to refine the 
detailed information by concentrating on channel 
and spatial information and concentrating residual 
features well on these two types of information. As 
shown in Fig. 5, given an input tensor 𝑋 ∈ 𝑅 𝐶×𝐻× , 
the 𝑍 pooling is responsible for reducing the tensor 
of the channel dimension to 2 dimensions, 
connecting the average and maximum aggregation 
features on that dimension. This allows the layer to 
retain a rich representation of the actual tensor while 
reducing its depth to make further calculations 
lighter. It can be expressed as follows: 

 

First, the input tensor 𝑋 is transferred to the three 
branches of TAM, and the first two branches 
establish interactions between the 𝐻,  , and 𝐶 
dimensions, respectively. The concatenated 
maximum pooling is used to enrich the extracted 
high-level features. The third branch transforms the 
feature graph from size (𝑁, 𝐶, 𝐻,  ) to size (𝑁, 𝐶, 1, 
1) through pooling layers, to achieve global context 
information fusion. Therefore, each unit can learn 
the contextual and localization information that is 
concerned with the channel axis and spatial axis 
separately, in order to accurately restore edges and 
textures[30-31]. 

 

Fig 5: Architecture Of Triple Attention Module (TAM). 

The triple attention module composes of three 
branches to refine features. After going through 

TAM, the informative features are emphasized, and 
the less useful features are suppressed in the input 
features. Generally, the attention mechanism used 
to calculate channel attention first calculates the 
weight value and then uses the weight value to 
uniformly scale the feature map. 

3.4 Multi-Scale Context Fusion  Block 

Continuous convolution and pooling operations can 
detect feature maps with different scales. Due to the 
fixed network layers, it has some shortages on 
multi-scale context extraction. Faced with this 
issue, a MCF block is proposed for context 
enhancement to obtain multi-scale spatial context 
information. Combined with the atrous convolution, 
it offers a practical way to acquire various receptive 
fields. Additionally, it produces fewer model 
parameters than traditional convolution, such as 5*5 
convolution, 7*7 convolution, etc. Inspired by this 
advantage, atrous spatial pyramid pooling (ASPP) 
block has been proposed to detect multi-scale 
contexts. However, it exists the grid effect that some 
image pixels are in the visual blind area, and could 
not be involved in the information loss to cause the 
information loss(see Fig.6). Inspired by As the PP 
block, by stacking four 3*3 atrous convolutions, the 
MCF block is proposed for CVDs classifications 
For the MCF block, combined with atrous 
convolution, four parallel network branches are 
built for multi-scale feature representation, and the 
dilation rates for four atrous convolution layers are 
set as 1, 3, 5, and 7. The specific mathematical 
description is given in Eq.(6). 

                                           

1 1

2 3 1

5 5 2 1

4 7 5 2 1

( )

( )

( )

( )

c d a

c d c a

c d c c a

c d c c c a

H F H

H F H H

H F H H H

H F H H H H



 

  

   
                 ( 

6) 

      The 3*3 atrous convolution of the dilation rate 
(CODR) of 1 is represented by Fd1, the 3*3 atrous 
CODR of 3 by Fd3, the 3*3 atrous CODR of 5 by 
Fd5, and the 3*3 atrous CODR of 7 by Fd7. The 
four output feature maps from the four parallel 
network branches are represented by the letters 
(Hc1, Hc2, Hc3, and Hc4), whereas Ha stands for 
the input feature maps. Meanwhile, the global 
pooling layer is also introduced to acquire the 
average of the global contexts. The final output of 
the proposed MCF block is defined as per Eqn (7). 
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4 3 2 1( )m a c c c cH G H H H H H    
                            

(7) 

where G represents the network branch with global 
pooling.                  

Fig. 6: Grid Effect On Cascaded Atrous Convolution. (A) 
3*3 Atrous Convolution; (B) Two Cascaded 3*3 Atrous 
Convolution; (C) Three Cascaded 3*3 Atrous 
Convolution. 

3.6 Loss Function 
 
The loss function employed in the proposed medical 
image segmentation solution is the Jaccard Loss, 
which complements the Jaccard Coefficient by 
evaluating the dissimilarity between two samples. 
The Jaccard Coefficient is subtracted from 1 to get 
the Jaccard Loss. The Jaccard Index is computed by 
dividing the intersection size by the union size. The 
formula for Jaccard Coefficient has been given in 
Equation (8). 
 

     
      (8) 

 

4. MATERIALS AND EXPERIMENTAL 
RESULTS 

MIT-BIH and PTB-ECG (Goldberger et 
al., 2000; George Moody and Mark Roger, 2001) 
are the two datasets that are utilized to obtain ECG 
samples [21–22]. The MIT-BIH ECG datasets from 
2005 and the PTB-ECG datasets from 2004 contain 
the specifics of these two datasets [23]. Table 1 
displays the specifics of the numbers of training sets 
(70%) and testing sets (30%), as well as the 
numbers of normal and atypical cases. This table 
makes it clear that there is an imbalance in the 
number of normal and atypical instances selected. 

 

 

 

Table 1; The Normal And Abnormal Cases Of 
Heart Disease. 

Datasets No of 
ECG 
datasets 

Abnormal 
Cases 

Normal 
cases 

MIT-BIH 268 104 164 

PTG-ECG 200 54 146 

 

4.2. Evaluation Metrics 

Several popular metrics are adopted to evaluate the 
performances, including the Precision, Specificity, 
Accuracy. Dice Similarity Coefficient (DSC) , 
Intersection over Union (IoU) . It is given in the 
following Eqns(9) 

                                              

Where T P, TN, FP, and FN denote true positive, 
true negative, false positive and false negative, 
respectively.  

                                                      
(9) 

Where A and B represent pixel sets for the ground 
truths and their detection results, respectively 

4.3 EXPERIMENTAL RESULTS 

The experimental results of the proposed DIAN-
NET  method using in MIT-BIH dataset are given 
in Table 2and the PTB-ECG dataset is given in 
Table 3. 
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Table 2. Comparison Of The Different Cvds 
Classification Methods In The MIT-BIH Dataset. 

Method 
IoU DSC Acc Se Sp Pr 

UNet [13] 0.932 0.9646 0.9903 0.96 0.99 0.965 

ResUNet 
[32] 

0.918 0.9562 0.9883 0.96 0.99 0.95 

DeepLabV
3 [29]] 

0.93 0.9666 0.9910 0.97 0.99 0.960 

ResUNet+
+ [30] 

0.932 0.9646    0.9675 0.97    0.9545    0.9656 

CardioNet 
[17] 

0.907 0.9490 0.9270 0.94    0.9124   0.9434 

CycN-Net 
[15] 

0.868 0.9281 0.989 0.97 0.99 0.896 

Prane
t [33] 

0.910 0.9400 0.9534 0.96    0.94   0 .95 

Proposed 
DIAN-
NET 

0.947 0.9725 0.9928 0.97 0.99 0.969 

 

Comparing the proposed method with other 
modified ResUNet architectures [22-24,33] in 
Table 2 shows that the proposed method performs 
well on the MIT-BIH test dataset. This is because 
there is a relatively large gap between the 
quantitative criteria obtained by the architectures 
designed in [22-24,33]. However, the CardioNet  
[17] and CycN-Net [15]architectures have better 
performance than the proposed DIAN-NET, as the 
formers have filters of different sizes that can 
retrieve spatial information more accurately. On the 
other hand, as reported in Table 3, the proposed 
architecture achieves good performance compared 
to other ResUNet-based architectures due to the use 
of the transfer learning technique[34-35]. 

Table 3. Comparison Of The Different Cvds 
Classification Methods Methods In The PTB-ECG 

Dataset. 

Method 
IoU DS

C 
Acc Se Sp Pr 

UNet [13] 0.91 0.95 0.946 0.93 0.93 0.92 

ResUNet [32] 0.87 0.92 0.980 0.90 0.99 0.95 

DeepLabV3 [29]] 0.89 0.94 0.983 0.94 0.99 0.94 

ResUNet++ [30] 0.92 0.93 0.943 0.93 0.94 0.93 

CardioNet  [17] 0.88 0.94 0.97 0.98 0.96 0.94 

CycN-Net [15] 0.88 0.93 97.21 0.98 0.93 0.94 

Pranet [33] 0.92 0.93 0.94 0.97 0.91 0.9567 

Proposed DIAN-
NET 

0.93 0.96 0.989 0.9 0.9 0.95 

 
4.4 ABLATION EXPERIMENTS: Similar to 
this, the ablation study is also carried out on the 
suggested MFDCN to confirm the performance 

enhancement function, demonstrating the efficacy 
of the dense attention block, TA block, and MCF 
block. The ablation experiments of the suggested 
DIAN-NET on the PTB-ECG Dataset are shown 
in Fig. 6.  

 
 

Fig. 6. Ablation results on propose method on 
PTB-ECG Dataset. 

 
5. CONCLUSION 

Heart problems, also referred to as cardiovascular 
diseases, are the leading cause of death worldwide. 
The sooner they are detected and classified, the 
more lives can be saved. An extensively used, 
inexpensive, noninvasive technique for evaluating 
the electrical activity of the heart and detecting 
cardiovascular diseases is the electrocardiogram, or 
ECG. In this work a Multi-Level Features Based 
Deep Convolutional Neural Network for 
Classification of Cardiovascular Diseases using 
ECG Signals The proposed DIAN-NET is a 
modified ResUNet architecture consisting of a 
feature extractor based on the pre-trained Xception 
architecture and an additional decoder called the 
middle decoder. The results of the experiments 
showed the desirable performance of the proposed 
architecture in comparison with other studies. By 
using the pre-trained Xception architecture, not 
only the evaluation criteria were improved, but also 
the generalizability capability of the proposed 
architecture on the unseen dataset was increased. 
Besides, with the help of the middle decoder, the 
affected  area was gradually refined. Future work on 
the task of CVDs classification can provide a more 
diverse dataset or can also extend this study to other 
classification tasks. 
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