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ABSTRACT 

This paper explores the transformative dynamics of online shopping, emphasizing the pivotal role of 
augmented reality (AR) in reshaping the customer experience. In the digital marketplace, customer product 
reviews serve as a rich source of feedback, providing valuable insights for businesses. However, the nuanced 
sentiments within these reviews pose a significant challenge for effective analysis. Acknowledging this 
complexity, the proposed work introduces "Harmony Search Optimization-Based Generative Adversarial 
Networks (HSO-LGAN)" as an innovative solution. HSO-LGAN leverages harmony search optimization 
algorithms within generative adversarial networks to translate textual sentiments from product reviews into 
immersive AR experiences. The working mechanism involves a synergistic approach, enhancing the 
generative adversarial network's capabilities to create personalized and emotionally resonant AR content. 
Through comprehensive evaluation, the paper assesses the effectiveness of HSO-LGAN in improving 
customer engagement, satisfaction, and emotional attachment to brands. Results and discussions from 
experimental studies across diverse industries highlight the potential of HSO-LGAN to significantly impact 
customer loyalty and advocacy in the evolving landscape of online shopping. This research contributes to the 
broader understanding of leveraging AR and sentiment analysis to optimize the online shopping experience 
and bridge the gap between customer feedback and interactive AR elements. 
Keywords: Augmented Reality, Classification,  Gan, Harmony Search, Sentiment Analysis, Optimization.

1. INTRODUCTION 

Online shopping is continually evolving, 
shaped by technological advancements and 
consumer preferences. Exciting trends and 
innovations are defining the future of e-
commerce. Augmented Reality (AR) shopping 
allows customers to visualize products in their 
spaces, revolutionizing the experience, 
particularly for furniture and clothing [1]. 
Artificial intelligence (AI) recommendations use 
past purchase history and browsing behavior to 
provide personalized product suggestions, 
simplifying the discovery of new items. 
Sustainability and eco-friendly shopping are 
gaining prominence, with many online retailers 
offering environmentally conscious products and 
reducing packaging waste [2]. Voice commerce 
via virtual assistants like Alexa and Siri is rising, 

enabling consumers to purchase through voice 
commands. Same-day and drone delivery options 
are increasingly accessible, ensuring faster 
shipping choices [3]. Virtual shopping events and 
livestreams are creating engaging communities 
for online shoppers. Blockchain technology 
enhances supply chain transparency, allowing 
consumers to trace the origin and authenticity of 
products. These trends are shaping an even more 
personalized, efficient, and sustainable future for 
online shopping [4]. 

Online shopping has undergone a 
remarkable transformation with the integration of 
AR technology. This innovation bridges the 
digital and physical shopping experience gap, 
offering consumers a new way to interact with 
products online [5]. AR-enabled online shopping 
allows customers to visualize and interact with 
products in real-world environments through 
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smartphones or other devices. This means you 
can see how that new piece of furniture fits in 
your living room, how shoes complement your 
outfit, or even how a cosmetic product looks on 
your skin, all without leaving your home. This 
immersive shopping experience enhances 
convenience and boosts confidence in purchase 
decisions, making online shopping more 
interactive and engaging than ever before [6]. 
 

Sentiment analysis, or opinion mining, is 
a powerful tool in product reviews. It employs 
natural language processing and machine 
learning to analyze the emotions and attitudes 
expressed within customer feedback. Beyond 
categorizing reviews as positive, negative, or 
neutral, sentiment analysis delves deeper, 
providing nuanced insights into the reasons 
behind these sentiments [7]. Companies can 
understand whether customers are satisfied or 
dissatisfied and the specific aspects of their 
products or services that drive these sentiments. 
This level of granularity empowers businesses to 
make data-driven decisions to enhance their 
offerings and strengthen customer relationships 
[8]. 
 

Sentiment analysis is a valuable tool that 
provides significant advantages to companies and 
manufacturers across various industries. 
Businesses gain insights into consumer 
preferences, satisfaction levels, and pain points 
by analyzing the sentiments expressed in 
customer reviews, social media mentions, and 
other feedback forms [9]. This data-driven 
approach enables companies to make informed 
decisions about product development, marketing 
strategies, and customer service improvements 
[10]. A smartphone manufacturer can use 
sentiment analysis to identify common themes in 
customer feedback, helping them prioritize 
features and enhancements for their next product 
release. In essence, sentiment analysis empowers 
companies to align their offerings more closely 
with customer expectations, increasing customer 
satisfaction and loyalty [11]. 

 
The significance of bio-inspired 

optimization in this work lies in its capacity to 
elevate the accuracy of sentiment analysis within 
online shopping. Drawing inspiration from 
natural processes, these optimization methods 
contribute to the adaptability and efficiency of the 
sentiment analysis model [12]–[26]. This bio-
inspired approach enhances the system's ability to 

discern subtle nuances in customer sentiments 
expressed in product reviews. Consequently, the 
sentiment analysis becomes more robust and 
effective, providing businesses deeper insights 
into customer preferences and emotions in online 
shopping. This heightened accuracy, facilitated 
by bio-inspired optimization [27], can transform 
customer-brand interactions, fostering improved 
engagement, satisfaction, and brand loyalty in the 
ever-evolving landscape of online commerce. 
 
 1.1. Problem Statement (polarity-based 
problem statement) 

Analyzing the polarity of customer 
sentiments within reviews of AR-enabled 
shopping apps presents a pressing problem. As 
AR technology becomes more integrated into the 
e-commerce sector, understanding how users 
perceive and react to these apps becomes crucial. 
The problem statement revolves around 
developing effective sentiment analysis 
techniques that accurately classify customer 
reviews as positive, negative, or neutral. This 
entails addressing the challenges of parsing 
complex and nuanced language in user-generated 
content, identifying sarcasm and context, and 
dealing with the inherent subjectivity of 
sentiment. Additionally, the problem extends to 
the need for domain-specific sentiment analysis 
models that account for the distinct features and 
nuances of AR shopping apps, which may not 
align with standard sentiment analysis models 
designed for more general text data. Solving this 
problem is imperative for businesses to make 
data-informed decisions, enhance user 
experiences, and stay competitive in the rapidly 
evolving AR-enabled shopping app market. 
 
1.2. Motivation 

The motivation for addressing the 
problem of analyzing sentiment polarity within 
reviews of AR-enabled shopping apps is 
grounded in the evolving landscape of e-
commerce and the pivotal role of augmented 
reality technology. With AR technology 
increasingly integrated into the e-commerce 
sector, it has become paramount for businesses to 
gain insights into how users perceive and interact 
with these innovative apps. Understanding user 
sentiment is crucial, as it offers a window into the 
effectiveness of AR shopping experiences. By 
accurately classifying reviews as positive, 
negative, or neutral, we can unlock valuable 



Journal of Theoretical and Applied Information Technology 

15th December 2023. Vol.101. No 23 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7701 

 

information for businesses. Parsing the intricate 
language used in user-generated content, 
detecting nuances such as sarcasm, and 
considering the subjective nature of sentiment are 
all challenges that, when surmounted, empower 
companies to make informed decisions. 
Moreover, the motivation stems from the 
necessity to develop domain-specific sentiment 
analysis models that cater to the unique 
characteristics of AR shopping apps, ultimately 
enabling businesses to maintain their competitive 
edge in a rapidly evolving market. 
 
1.3. Objectives 

The primary objective of this research is 
to devise an innovative and highly effective 
sentiment analysis classification algorithm 
explicitly tailored for the reviews of AR-enabled 
shopping apps. This algorithm aims to accurately 
classify customer feedback as positive, negative, 
or neutral, addressing the complexities inherent in 
parsing the intricate and nuanced language often 
present in user-generated content. By developing 
a specialized domain-specific model, the research 
seeks to overcome the challenges of standard 
sentiment analysis techniques that may not fully 
capture the unique features and context of AR 
shopping apps. Furthermore, the objective is to 
provide businesses and app developers with a 
powerful tool to extract precise sentiment insights 
from customer reviews, enabling data-driven 
decision-making and enhancing the overall AR 
shopping experience. This research contributes to 
advancing sentiment analysis methodologies in 
the context of AR-enabled shopping apps, 
facilitating improved user satisfaction and 
competitiveness in the ever-evolving landscape 
of e-commerce and augmented reality 
technologies. 

 
2. LITERATURE REVIEW 

“Hybrid Approach” [28] in sentiment 
analysis of Amazon user reviews is a promising 
methodology combining the strengths of rule-
based and machine learning techniques. By 
examining existing research, it becomes evident 
that this approach leverages predefined rules and 
machine learning algorithms to achieve more 
accurate sentiment classification. “Structural 
Topic Modeling (STM)” [29] offers a novel 
approach to predicting user sentiments regarding 
intelligent personal agents like Amazon’s Echo 
and Google Home. This technique enables a 

deeper understanding of user-generated content 
by considering content and its underlying 
structure. STM leverages probabilistic graphical 
models to identify critical topics within a dataset, 
linking them to sentiment scores. 

 “Fake Review Detection” [30] in e-
commerce platforms can benefit significantly 
from the application of “Aspect-Based Sentiment 
Analysis” (ABSA). By leveraging ABSA, it 
becomes possible to identify review anomalies, 
flagging those that exhibit suspicious sentiment 
patterns, incoherent aspect sentiments, or 
disproportionately positive or negative feedback 
for specific product features. ABSA is pivotal in 
automating the detection process in e-commerce, 
where fake reviews can significantly impact 
consumer trust and purchasing decisions.  
 

“Leveraging User Sentiment 
Orientation” [31] in the context of sentiment 
analysis within social networks is a promising 
avenue for understanding and categorizing user 
sentiments. It focuses on mining the sentiment 
orientation of individual users, which refers to 
their habitual expression of positive, negative, or 
neutral sentiments across their social network 
interactions. “Hybrid Optimization Algorithm” 
[32] incorporates a Bidirectional Long Short-
Term Memory (BiLSTM) structure for sentiment 
analysis. It represents an innovative approach to 
enhance the accuracy and efficiency of sentiment 
classification in text data. In this, the BiLSTM 
structure serves as a deep learning component to 
model language's sequential nature effectively. 
“Integrated Deep Learning Paradigm” [33] for 
document-based sentiment analysis represents a 
sophisticated and comprehensive approach to 
extracting sentiment information from textual 
documents. This methodology combines deep 
learning techniques to achieve a more nuanced 
understanding of sentiment within a copy. These 
deep learning architectures enable the model to 
capture local and global context within the text, 
recognizing patterns, linguistic nuances, and 
sentiment cues.  
 

“Hybrid Recommendation System” [34] 
incorporates product review sentiment and 
leverages sentiment analysis to enhance user 
profiles with emotional preferences and enrich 
item profiles with sentiment awareness. By fusing 
traditional recommendation algorithms with 
sentiment information, this approach delivers 
personalized recommendations that align with 
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users’ historical behaviors and resonate with their 
emotional responses to products. “Online Product 
Sentiment Analysis” [35] merges the “Random 
Evolutionary Whale Optimization Algorithm” for 
efficient data collection and preprocessing with 
the “Deep Belief Network” as a powerful 
sentiment analysis model. This integrated 
approach enables real-time monitoring and 
nuanced analysis of product sentiments across 
online platforms, extracting fine-grained insights 
from vast streams of user-generated content like 
reviews and social media comments.  

“Topic-Driven Adaptive Network 
(TDAN)” [36] introduces an innovative approach 
to sentiment analysis, specifically tailored for the 
challenges of sentiment classification across 
diverse domains. This methodology leverages 
topic-driven adaptive networks to adapt to the 
unique nuances of sentiment expression in 
different contexts. The model enhances its 
accuracy and context awareness in sentiment 
analysis by considering topic information, 
making it particularly valuable for market 
research, product reviews, and social media 
sentiment-tracking applications.  

“Deep Ensemble Learning Technique 
(DELT)” [37] is a groundbreaking approach 
poised to transform recommendation systems by 
integrating sentiment analysis with deep 
ensemble learning. Understanding user sentiment 
is paramount for providing personalized and 
relevant recommendations in recommendation 
systems. DELT achieves this by leveraging deep 
ensemble learning techniques, combining 
multiple models’ predictive strengths. This 
enhances the precision of recommendations and 
ensures they align with user sentiments. This 
approach has vast implications for industries such 
as e-commerce, where product recommendations 
based on user sentiment can significantly impact 
sales and user satisfaction.  
 
3.HARMONY SEARCH OPTIMIZATION 

BASED LAGRANGIAN GENERATIVE 
ADVERSARIAL NETWORKS (HSO-
LGAN) 

 
3.1. Generative Adversarial Networks 

Generative Adversarial Networks 
(𝐺𝐴𝑁s) are machine learning models for 
generative tasks, such as generating images, 
music, text, and more. 𝐺𝐴𝑁s consist of two neural 

networks, the generator and the discriminator, 
which are trained simultaneously through a 
competitive process. The generator tries to 
produce indistinguishable data from real data, 
while the discriminator tries to differentiate 
between real and generated data. 
 

Algorithm 1: Core Generative Adversarial 
Networks 

Input: 
 Real data samples 
 Random noise vectors 
 Hyperparameters (e.g., learning rate, batch 

size, epochs) 
 
Output: 

 Trained generator network 
 
Procedure: 
Step 1: Initialize generator and discriminator 
networks. 
Step 2: Define generator and discriminator 
loss functions. 
Step 3: Training loop for a set number of 
epochs: 

 Train discriminator: 
 Sample real data and generate fake data. 
 Update discriminator weights. 
 Train generator: 

 Generate fake data and update generator 
weights. 
Step 4: Monitor training progress. 
Step 5: After training, use the generator to 
produce new data. 
Step 6: Evaluate and fine-tune as needed. 
Step 7: Deploy the trained generator for 
generative tasks. 

 
3.2. Lagrangian GAN (LGAN) 

The primary objective of introducing 
Lagrange multipliers in 𝐺𝐴𝑁s is to incorporate 
additional constraints into the training process to 
achieve specific goals or control certain aspects 
of the generated data. A standard 𝐺𝐴𝑁 has two 
networks, the generator (𝐺) and the discriminator 
(𝐷), and two loss functions, one for each network. 
The generator attempts to minimize its loss, while 
the discriminator strives to minimize it. These 
losses are generally independent of each other. 
 

In the Lagrangian 𝐺𝐴𝑁 (𝐿 − 𝐺𝐴𝑁), a 
Lagrange multiplier term is introduced to enforce 
a constraint in the optimization problem. The 
Lagrangian function is a combination of the 
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generator loss, discriminator loss, and the 
constraint term. The Lagrange multiplier is used 
to adjust the importance of the constraint 
concerning the losses. The overall objective is to 
optimize the Lagrangian function. 
 
3.2.1. Initialization 

In this step, the initial conditions are set 
for the key components of the proposed classifier 
Lagrangian 𝐺𝐴𝑁 (𝐿 − 𝐺𝐴𝑁): (a) generator 
network (𝐺), (b) discriminator network (𝐷), and 
(c) Lagrange multiplier (𝜆). 
 
(a) Generator Network (G) 

The generator network denoted as 𝐺, 
starts with initial parameters represented by 𝜃ீ. 
These parameters determine how the generator 
transforms random input noise into generated 
data samples. The initialization is typically 
performed by sampling 𝜃ீ from a probability 
distribution. Eq.(1) expresses the initialization of 
the generator network. 

 

𝜃ீ ← 𝑆𝑎𝑚𝑝𝑙𝑒 𝐹𝑟𝑜𝑚 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 ( )   (1)  

 
(b) Discriminator Network (D): 

The discriminator network, denoted as 
𝐷, also begins with initial parameters represented 
by 𝜃஽. These parameters determine how 𝐷 
distinguishes between real and generated data. 
Similar to the 𝐺, 𝜃஽ is initialized by sampling 
from a probability distribution. Eq.(2) expresses 
the initialization of the discriminator network. 

 
𝜃஽ ← 𝑆𝑎𝑚𝑝𝑙𝑒 𝐹𝑟𝑜𝑚 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 () (2) 

 
(c) Lagrange Multiplier (𝝀): 

The Lagrange multiplier (𝜆) is a scalar 
value that regulates the balance between the 
constraint and the generator and discriminator 
losses. It begins with an arbitrary initial value, 
𝜆௜௡௜௧௜௔௟ . This value sets the initial strength of the 
constraint. Eq.(3) is applied to initialize the 𝜆. 

𝜆 ← 𝜆௜௡௜௧௜௔௟  (3) 

This research establishes the starting 
conditions for the 𝐿 − 𝐺𝐴𝑁 training process by 
initializing the generator, discriminator, and 
Lagrange multiplier. These initializations set the 

stage for subsequent iterations, where the 
generator and discriminator learn to compete and 
optimize their objectives while adhering to the 
constraint imposed by 𝜆. The random 
initialization of network parameters ensures that 
the 𝐿 − 𝐺𝐴𝑁 starts without prior knowledge and 
learns from data during training. 

3.2.2. Constraint Function 
The constraint function (𝐶) represents 

the constraint imposed on the 𝐿 − 𝐺𝐴𝑁’s 
behavior. 𝐶 is the quantitative measure of how 
well the generated data adheres to the specified 
constraint. Eq.(4) indicates the constraint 
function. 

𝐶(𝐺(𝑧)) → 𝜆 (4) 

where C represents the constraint function 
applied to the generated data 𝐺(𝑧), where 𝑧 is a 
random noise vector sampled from a predefined 
distribution. 
 

The constraint function 𝐶 can take 
various forms depending on the task and 
constraints to be enforced. It can be a 
mathematical function, equations, or conditions 
expressing the desired property of the generated 
data. During training, the 𝐿 − 𝐺𝐴𝑁 aims to 
minimize this constraint function while 
simultaneously optimizing the generator and 
discriminator. The choice of the constraint 
function 𝐶 is problem-specific and should align 
with the goals of the generative task. Defining an 
appropriate constraint function is crucial for 
achieving desired constraints during 𝐿 −
𝐺𝐴𝑁 training. A clear mathematical 
representation of the constraint is established by 
defining the constraint function 𝐶, guiding the 
𝐿 − 𝐺𝐴𝑁’s learning process. This constraint is 
central to optimizing the Lagrangian function 
during training, ensuring the generated data meets 
the specified criteria. 

 
3.2.3. Lagrangian Function 

Lagrangian function, denoted as 
𝐿(𝐺, 𝐷, 𝜆), is formulated to combine the generator 
loss, discriminator loss, and the constraint term. 
The Lagrange multiplier, 𝜆, is introduced to 
adjust the importance of the constraint relative to 
the generator and discriminator losses. The 
Lagrangian function is expressed in Eq.(5). 
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        𝐿(𝐺, 𝐷, 𝜆) = 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 𝐿𝑜𝑠𝑠, (𝐿𝐺)
− Discriminator loss (LD) + 𝜆
− 𝐶(𝐺(𝑧)) 

 

(5) 

where 𝐿𝐺 represents the generator loss, which 
measures how well the generator network 𝐺 
produces data that resembles real data. This loss 
is typically a function of the generator’s 
parameters 𝜃ீ and is aimed at minimizing the 
difference between the generated and real data. 
𝐿𝐷 represents the discriminator loss, which 
measures how well the discriminator network 𝐷 
can distinguish between real and generated data. 
It is typically a function of the discriminator’s 
parameters 𝜃஽ and is aimed at maximizing the 
discriminator’s ability to distinguish between real 
and fake data. 𝜆 represents the Lagrange 
multiplier, introduced to control the trade-off 
between the constraint (𝐶(𝐺(𝑧))) and the 
generator and discriminator losses. By adjusting 
the value of λ, you can control how strictly the 
constraint is enforced. 𝐶(𝐺(𝑧)) represents the 
constraint term, quantifying how well the 
generated data adheres to the specified constraint. 
It is typically a function of the generated data 
𝐺(𝑧) and is intended to be minimized during 
training while satisfying the constraint. 
 

The Lagrangian function combines these 
components into a single objective function that 
the 𝐿 − 𝐺𝐴𝑁 seeks to optimize during training. 
The introduction of 𝜆 allows for fine-tuning the 
balance between generating realistic data, 
distinguishing real from fake data, and adhering 
to the imposed constraint. By iteratively adjusting 
the parameters of the generator, discriminator, 
and 𝜆, the 𝐿 − 𝐺𝐴𝑁 aims to find a balance that 
meets the desired generative constraints. 

 

Algorithm 2: Lagrangian Function 

Input: 
 Generator Loss (𝐿𝐺) 
 Discriminator Loss (𝐿𝐷) 
 Lagrange Multiplier (𝜆) 
 Constraint Term (𝐶(𝐺(𝑧))) 

  
Output: 

 A trained generator (𝐺) that can produce data 
meeting the given constraint and looking 
realistic. 
 
Procedure: 

 Initialization: Start with random parameters for 
the generator, discriminator, and 𝜆. 

 Training Loop: Repeat the following steps a set 
number of times or until the model improves 
sufficiently. 

 Update Discriminator: Train the discriminator 
to better distinguish real data from generated 
data. 

 Update Generator: Train the generator to make 
its generated data more similar to real data. 

 Adjust 𝝀: Tune 𝜆 to find the right balance 
between the constraint and the 
generator/discriminator losses. 

 Evaluation (Optional): Occasionally check 
how well the generated data meets the constraint. 

 Completion: Keep repeating the training loop 
until you are satisfied with the results. 

 Result: Once the training is complete, you can 
use the trained generator to create data that 
adheres to the given constraint while appearing 
realistic. 

 
3.2.4. Training Loop 

The L-GAN begins the training loop, 
where the generator, discriminator, and Lagrange 
multiplier are updated iteratively. The training 
loop consists of the following key actions. In each 
iteration, a batch of random noise vectors (𝑧) is 
sampled from a predefined distribution. These 
noise vectors serve as input to the generator to 
produce generated data samples. The 
discriminator network (𝐷) is updated first to 
improve its ability to distinguish between real 
data from the dataset and generated data produced 
by the generator. This is achieved by minimizing 
the discriminator loss (𝐿𝐷) and encouraging 𝐷 to 
make accurate classifications. The update of 𝐷’s 
parameters (𝜃஽) is performed by gradient 
descent, and Eq.(6) expresses the same. 

𝜃஽ ← 𝜃஽ − 𝛼. ∇ఏವ
𝐿𝐷 (6) 

where 𝜃஽ represents the discriminator’s 
parameters, 𝛼 represents the learning rate, and a 
small positive value that controls the step size 
during optimization 𝛻 represents the gradient 
operator. 
 

After updating the discriminator, the 
generator network (𝐺) is updated to produce more 
realistic data. The generator loss (𝐿𝐺) is 
minimized, encouraging G to generate data that 
fools the discriminator. The update of 𝐺’s 
parameters (𝜃ீ) is also performed by gradient 
descent, and Eq.(7) expresses the same. 
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𝜃ீ ← 𝜃ீ − 𝛼. ∇ఏಸ
𝐿𝐺 (7) 

where 𝜃ீ represents the generator’s parameters, 
𝛼 represents the learning rate and 𝛻 the gradient 
operator. 
 

The Lagrange multiplier (𝜆) is adjusted 
to satisfy the constraint while considering the 
performance of the generator and discriminator. 
The update of 𝜆 is typically based on a gradient-
based method or other optimization techniques to 
find the right balance between the constraint term 
and the generator and discriminator losses. 
 
 
3.2.5. End Training 

The training process of the 𝐿 − 𝐺𝐴𝑁 
ends after completing a predefined number of 
training iterations or when convergence criteria 
are met. The key actions in this step are as 
follows: (a) convergence check, (b) Training 
Termination, (c) Trained 𝐿 − 𝐺𝐴𝑁 and (d) fine-
tuning. 

 
(a) Convergence Check 

During the training loop, the 
performance of the 𝐿 − 𝐺𝐴𝑁 is monitored at each 
iteration. Convergence criteria are defined to 
determine when training should stop. Standard 
convergence criteria include checking whether 
the 𝐿𝐺 has stabilized, the 𝐿𝐷 is no longer 
improving significantly, or when the generated 
data meets the desired constraint satisfactorily. 
 
(b) Training Termination 

Once the predefined convergence 
criteria are satisfied, the training process is 
terminated. At this point, the 𝐿 − 𝐺𝐴𝑁 is 
considered to have learned the generative task and 
has adjusted the parameters of the generator (𝜃ீ), 
discriminator (𝜃஽), and Lagrange multiplier (𝜆) 
to achieve the desired balance between generating 
realistic data and adhering to the constraint. 
 
(c) Trained LGAN 

The result of this step is a trained 𝐿 −
𝐺𝐴𝑁 model with optimized parameters. The 
generator can produce data samples that meet the 
imposed constraint, and the discriminator has 
learned to distinguish between real and generated 

data effectively. After training, additional 
evaluations of the generated samples are expected 
to ensure that the constraint is satisfied to the 
desired degree. Depending on the results, further 
fine-tuning of the Lagrange multiplier, constraint 
function, or other model parameters may be 
necessary to improve the quality of generated data 
and constraint adherence. 
 

 
3.2.6. Generation 

The trained 𝐿 − 𝐺𝐴𝑁 model generates 
new data samples that adhere to the specified 
constraint. This process involves using the 
generator network to produce data samples from 
random noise vectors. Given the trained generator 
network (𝐺) and a set of random noise vectors (𝑧) 
sampled from a predefined distribution, the 𝐿 −
𝐺𝐴𝑁 generates new data samples using Eq.(8). 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝐷𝑎𝑡𝑎: 𝐺(𝑧) (8) 

where 𝐺(𝑧) represents the generated data samples 
produced by the generator network using the 
noise vectors (𝑧) as input. 
 

The generated data samples are subject 
to the constraint function (𝐶) to ensure they meet 
the desired constraint, and Eq.(9) is applied for 
that. 

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑆𝑎𝑡𝑖𝑠𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶ 𝐶(𝐺(𝑧)) (9) 

Algorithm 3: End of Traning 
Input: 

 Convergence criteria. 
 Generator parameters (𝜃ீ) 
 Discriminator parameters (𝜃஽) 
 Lagrange multiplier (𝜆). 

 
Output: 

 Trained 𝐿 − 𝐺𝐴𝑁 model. 
 Optimized parameters. 

 
Procedure: 

 Continuously monitor training progress. 
 Halt training when convergence criteria are 

satisfied. 
 The result is a trained 𝐿 − 𝐺𝐴𝑁 model with 

optimized parameters. 
 Optionally, refine the model further if 

necessary for improved performance. 
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where 𝐶(𝐺(𝑧)) quantifies how well the generated 
data adheres to the specified constraint. The goal 
is to produce data that satisfies this constraint. 
 

The generated data samples (𝐺(𝑧)) are 
evaluated to confirm that they align with the 
desired characteristics or properties defined by 
the constraint. The extent to which the generated 
data adheres to the constraint can be assessed 
mathematically. The generated data samples, 
which satisfy the imposed constraint, can be 
utilized for various applications, depending on the 
specific generative task. These applications may 
include image generation, text generation, data 
synthesis, or any other task requiring data to meet 
specific constraints. 
 
3.2.7. Evaluation and Fine-Tuning 

This step evaluates 𝐿 − 𝐺𝐴𝑁 generated 
data samples to satisfy the desired constraint. If 
necessary, additional fine-tuning may be 
performed to improve constraint adherence. The 
two key actions involved in this are: 

 
(a) Data Evaluation: 

The generated data samples (𝐺(𝑧)) are 
rigorously evaluated to quantify how well they 
conform to the specified constraint. The data 
evaluation is mathematically expressed as 
Eq.(10). 

𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 → (𝐺(𝑧)) (10) 

(b) Assessment of Constraint: 

The constraint assessment involves 
analyzing the evaluation results to determine 
whether the generated data satisfies the constraint 
satisfactorily. This can be done mathematically 
by comparing the evaluation results against 
predefined criteria, and Eq.(11) represents the 
same. 

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑆𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛
→ 𝐴𝑠𝑠𝑒𝑠𝑠(𝐺(𝑧)) 

(11) 

3.3. Harmony Search Optimization (HSO) 

The default Harmony Search (𝐻𝑆) 
algorithm operates with a core mechanism that 
generates a new harmony during each iteration to 
update the Harmony Memory (𝐻𝑀). This newly 
generated harmony is constructed based on one of 
three regulations: 

 
 Random Selection: A pitch is randomly 
chosen from the 𝐻𝑀. 
 
 Modification: An existing pitch from the 𝐻𝑀 
is arbitrarily selected and modified. 

 
 Random Generation: A pitch is created 
entirely at random. 

 
The first regulation is rooted in classic 

𝐻𝑆 memory considerations, heavily relying on 
knowledge stored in the 𝐻𝑀. However, it has 
limitations as it only retains randomly selected 
harmonies from the 𝐻𝑀, potentially neglecting 
valuable information that could guide the search 
process. This limitation results in 𝐻𝑆 excelling in 
exploration but falling short in exploitation. To 
address this imbalance and improve both 
exploration and exploitation, this research 
introduces three additional pitch selection and 
creation regulations based on statistical concepts: 

 
 Best Regulation (BR): The BR utilizes 
knowledge of the harmonies with the highest 
fitness values in the HM, guiding the search 
toward chord progressions with superior 
performance. 
 
 Suboptimal Regulation (SR): It leverages 
the knowledge of the minor fit harmonies in the 
HM, aiding in identifying areas to avoid or 
explore further. 

 
 
 Mean Regulation (MR): This regulation 
calculates the average pitch values from the HM, 
generating a mean harmony that provides insights 
into central tendencies within the stored 
harmonies. 
 

A probabilistic self-adaptive selection 
process is implemented to select each new 
harmony note. This process dynamically 
determines whether to apply the best 𝑆𝑅, 
balancing exploitation and exploration across 
various search phases. It ensures the algorithm 
effectively explores the solution space while 
exploiting valuable information from the 𝐻𝑀. 
The suggested HSO method enhances the 
standard 𝐻𝑆 algorithm by generating two new 
harmonies in each iteration instead of just one. 
The first harmony is formed using the 𝑀𝑅, while 
the second follows a stochastic approach, 
alternating between the best and 𝑆𝑅s to calculate 
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each pitch. This stochasticity introduces an 
element of randomness that can aid in 
exploration. 

 
3.3.1. Best Regulation (BR) 

Numerous adaptations of the 𝐻𝑆 
algorithm have incorporated the concept of the 
global best harmony, drawing inspiration from 
the Particle Swarm Optimization (𝑃𝑆𝑂) 
algorithm, a renowned swarm intelligence 
technique. These variations have introduced the 
global best harmony directly or in combination 
with other harmonies from the 𝐻𝑀 to be 
strategically employed during improvisation. 
Among these variations, this research has 
identified a formula that consistently yields 
optimal results when utilizing the HSO algorithm. 
Eq.(12) mathematically expresses the same. 

𝑃௡௘௪,௪ = 𝑃஻௘௦௧,௪ + 𝑟𝑎𝑛𝑑

× ൫𝑃௕,௪ − 𝑃஻௘௦௧,௪൯ 
(12) 

 
In Eq.(12), within the 𝐻𝑀, a randomly 

selected harmony has the w-th component 
denoted as 𝑃௕,௪ the best harmony present in the 
𝐻𝑀 is represented as 𝑃஻௘௦௧,௪, and the newly 
generated harmony is indicated as 𝑃௡௘௪,௪. This 
regulation is designed to identify chords within 
the HM that fall within an intermediate quality 
range relative to the current best chord.  

This is because, within the 𝐻𝑀, a 
notable diversity of harmonies exists, creating a 
spacious area for exploration rather than 
exploitation, particularly during the initial stages 
of the search process. As the search process 
progresses, this regulation gradually narrows 
down the size of this intermediate-quality zone, 
thereby enhancing the algorithm’s capacity for 
exploitation. 

This formula balances the trade-off 
between exploration and exploitation within the 
HSO algorithm. Allowing for exploration in 
regions where intermediate-quality solutions are 
likely to be found facilitates the discovery of 
potentially superior solutions. As the search 
evolves, the algorithm exploits the knowledge 
accumulated in the 𝐻𝑀 to refine the solutions 
further. This dynamic approach ensures that the 
HSO algorithm can adapt and optimize its search 
strategy based on the evolving quality landscape 
of the solutions within the 𝐻𝑀. 

 

 
 

3.3.2. Suboptimal Regulation 

The harmony produced by the best 
regulation tends to approach the best harmony 
available at any given time, regardless of its 
fitness value. Consequently, the problem of early 
convergence may arise when updating the 𝐻𝑀 

Algorithm 4. BR 

Input: 
 𝐻𝑀 contains various harmonies. 
 Index of the harmony component, 𝑤. 
 Maximum iterations (𝑚𝑎𝑥௜௧௘௥௔௧௜௢௡௦). 
 Convergence threshold 

(𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒௧௛௥௘௦௛௢௟ௗ). 
 
Output: 

 Return the best harmony found in the list of 
best harmonies. 
 
Procedure: 

 Initialize an empty list to store the best 
harmonies. 

 Initialize a counter for the current iteration, 
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛௖௢௨௡௧, and set it to 0. 

 Initialize a convergence flag, convergence, and 
set it to False. 

 While (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛௖௢௨௡௧ < 𝑚𝑎𝑥௜௧௘௥௔௧௜௢௡௦) and 
(convergence is False): 

 Calculate the global best harmony, 𝑃஻௘௦௧,௪, 

within the 𝐻𝑀. 

 Randomly select a harmony component 𝑃௕,௪ 

from the 𝐻𝑀. 

 Generate a new harmony component, 𝑃஻௘௦௧,௪, 

using Eq.(12). 
 Quality Regulation: 

 Adjust 𝑃஻௘௦௧,௪ to ensure it falls within an 

intermediate quality range relative to the 
current best chord. 

 Update the HM with 𝑃஻௘௦௧,௪ while maintaining 

its size. 

 Update the best harmonies list with 𝑃஻௘௦௧,௪ if it 

outperforms the current best. 
 Check for convergence: 

 If the algorithm converges based on predefined 
criteria, set 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 =  𝑇𝑟𝑢𝑒. 

 Increment 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛௖௢௨௡௧ by 1. 
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with new harmonies, as it could restrict its 
diversity. The 𝑆𝑅 incorporates information from 
the worst harmony pitches into generating new 
harmonies to address this issue. Eq.(13) expresses 
𝑆𝑅. 

𝑃௡௘௪,௪ = 𝑃ௐ௢௥௦௧,௪ + 𝑟𝑎𝑛𝑑

× ൫𝑃௕,௪

− 𝑃ௐ௢௥௦௧,௪൯ 
(13) 

In 𝐻𝑀, a random harmony contains a 
𝑤th component represented by 𝑃௕,௪, while a new 
harmony possesses a 𝑤th component represented 
by 𝑃௡௘௪,௪, and the worst harmony within 𝐻𝑀 is 
denoted by 𝑃ௐ௢௥௦௧,௪. As mentioned, during the 
redesigned improvisation phase, one of the two 
new chord progressions is generated by randomly 
applying the best and worst criteria. 
Consequently, the new set of information will be 
nt in this new harmony result from the 
simultaneous application of both criteria. The 
probabilistic selection process is also self-
adaptive, with an increased probability of 
selecting the best 𝑆𝑅s during the early and late 
stages. This adaptive approach ensures that the 
𝑆𝑅 maintains 𝐻𝑀’s diversity sufficiently high, 

thereby mitigating the early convergence problem 
in the later optimization stages. 

 
 
 
 

3.3.3. Mean Regulation (MR) 

Individual data is considered by the 
regulations used to rank 𝐻𝑀 harmonics from best 
to worst. Conversely, the purpose of the 𝑀𝑅 is to 
enable the extraction of benefits from the 
information stored in 𝐻𝑀 at the population or 
entire history level. Eq.(14) calculates the average 
of 𝐻𝑀’s decision variables to determine the 
harmonic center. 

𝑃௡௘௪,௪ = 𝑃௕,௪ ± 𝑟𝑎𝑛𝑑

× ൫𝑀𝑒𝑎𝑛௪ − 𝑃௕,௪൯ 
(14) 

where 𝑃௡௘௪,௪ represents the 𝑤th component of the 
new harmony, 𝑀𝑒𝑎𝑛௪  denotes the average value 
of the 𝑤th component across all 𝐻𝑀 harmonies 
and 𝑃௕,௪ signifies the 𝑤th component of a 
randomly selected 𝐻𝑀 harmonic. In the first 
search space representation, harmony is depicted 
as a collection of isolated points. This regulation 
leads to an adventurous behavior characterized by 
large jumps as it navigates around the existing 
harmonies. The chords are widely spaced apart 
from both the mean harmony and each other. 
Each harmony approaches the ideal harmony and 
each other, facilitating exploitative behavior. This 
behavior seeks a new harmony close to the 
current best harmony through gradual iterative 
increments. 
 
3.3.4. Adaptive Decision-Making Process 

Recent research suggests that the 
success of a meta-heuristic optimization 
algorithm hinges on its ability to strike a delicate 
balance between exploitation and exploration. 
This equilibrium is achieved by introducing an 
𝑃𝑟𝑎𝑔 parameter, which is used to 
probabilistically select between optimal and 
suboptimal procedures for generating pitches in 
new harmonies. According to Eq.(15), as the 
iteration count increases, 𝑃𝑟𝑎𝑔 exponentially 
decreases: 

Prag = 0.7 × 𝑒𝑥𝑝൫𝑙𝑜𝑔(1/7) × (𝐼𝑇௖௢௨௡௧/

𝑀𝑎𝑥𝐼𝑇௖௢௨௡௧)൯                           (15) 
 

 
When the iteration count is determined 

by its argument, and the maximum iteration count 

Algorithm 5: SR 

Input: 
 HM and its initial harmonies. 
 𝑃௕,௪, 𝑃ௐ௢௥௦௧,௪ , 𝑟𝑎𝑛𝑑 function 

 
Output: 

 Updated HM that maintains diversity and 
prevents early convergence. 
 
Procedure: 

 Initialize 𝐻𝑀 with initial harmonies. 
 Define 𝑃௡௘௪,௪ and 𝑟𝑎𝑛𝑑. 

 Iterate to update 𝐻𝑀 
 Evaluate harmony fitness. 

 Identify the best and worst harmonies. 

 Calculate 𝑃௡௘௪,௪ using Eq.(13). 

 Generate a new harmony by incorporating 
𝑃௡௘௪,௪ into an existing harmony and update 

𝐻𝑀. 

 During optimization stage adaptively select 
best and 𝑆𝑅 criteria  

 Continue iterating to update 𝐻𝑀 while 
ensuring diversity and preventing early 
convergence. 
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is defined by the 𝑀𝑎𝑥𝐼𝑇௖௢௨௡௧  parameter, The 
𝑃𝑟𝑎𝑔 parameter favors the 𝐵𝑅 over the 𝑆𝑅 for 
selection at the beginning of the search and 
conversely at the end. HSO adopts a strategy of 
making substantial leaps in its search for the best 
harmony, leveraging the knowledge and 
experience acquired while exploring the best and 
other harmonies. The issue of early convergence 
can be mitigated by encouraging variation within 
𝐻𝑀, which grows as the search lowers the 𝑃𝑟𝑎𝑔 
and the likelihood of choosing the 𝑆𝑅 gets 
increased. 

 
In every iteration of HSO, the 

improvisational process generates two new 
pitches. The 𝑃௡௘௪,௪

ଶ  produced by the BR (i.e., 
Eq.(12)) and the SR (i.e., Eq.(13)), the new pitch 
generated by the MR (i.e., Eq.(14)) is denoted as 
𝑃௡௘௪,௪

ଵ . When applying these criteria, the 
parameters 𝑃஻௘௦௧,௪, 𝑃ௐ௢௥௦௧,௪ , 𝑀𝑒𝑎𝑛௪ and 𝑃௕,௪ as 
representing the best, worst, mean, and random 
harmonies, respectively. These regulations are 
grouped even though the random harmonies are 
separate. 

 

 

 

3.3. Fusion of HSO and LGAN 

This fusion facilitates sentiment analysis 
in AR and generates content tailored to user 
emotions, ensuring a captivating and emotionally 
resonant AR experience. The fusion of HSO and 
GANs in the HSO-LGAN framework involves an 
iterative process. As users engage with AR 
content, sentiment analysis continuously 
evaluates their emotional responses. The 
sentiment data is then fed into the HSO, which 
adapts AR content to align with the detected 
emotions, ensuring a harmonious experience. 
Simultaneously, GANs generate AR elements 
and visuals that amplify the emotional resonance, 
making the AR engagement more immersive and 
captivating. Algorithm 7 expresses the overall 
work process of HSO-LGAN. 
 
4. ABOUT DATASET 

The Lenskart AR Experience Sentiment 
Dataset, comprising 788 records, is a 
comprehensive collection of responses gathered 
from Lenskart customers through questionnaires, 
surveys, or online forms designed to explore 
customer sentiments, preferences, and 
interactions with Lenskart eyewear products, 
mainly focusing on augmented reality (AR) 
experiences. This dataset encompasses diverse 
information, including demographic details, 
ratings, and qualitative sentiment expressions. It 
provides insights into customer satisfaction with 
product quality, pricing, customer service, and 
online platform usage. Moreover, it delves into 
AR experiences, assessing their engagement, 
impact on purchasing decisions, customization, 
recommendations, and suggestions for 
enhancement. With 21 fields, this dataset offers a 
multifaceted view of customer feedback and 
preferences, making it a valuable resource for 
businesses aiming to tailor their offerings and 
improve customer engagement. Researchers can 
use this dataset for sentiment analysis, offering 
insights into customer experiences and potential 
marketing strategies. The authors will share the 
dataset with all researchers on demand. Ethical 
considerations, such as data privacy and informed 
consent, are essential in handling this dataset. 
 

Algorithm 6: MR and Adaptive Decision-
Making Process 

Input: 
 HM, 𝑀𝑒𝑎𝑛௪, 𝑃௕,௪, 𝑃𝑟𝑎𝑔, 𝐼𝑇, 𝐼𝑇௖௢௨௡௧  

 
Output: 

 𝑃௡௘௪  
  
Procedure: 

 Initialize 𝑃௡௘௪  as an empty vector to store the 
new harmony. 

 Calculate the Prag parameter using Eq.(15). 
 For each component w in the harmony vector: 
 Calculate the new component 𝑃௡௘௪,௪  using 

MR as per Eq.(14). 
 Apply an exploration-exploitation strategy 

based on 𝑃𝑟𝑎𝑔: 
 If 𝑟𝑎𝑛𝑑 >  𝑃𝑟𝑎𝑔, apply an exploration 

procedure to 𝑃௡௘௪,௪. 
 If 𝑟𝑎𝑛𝑑 ≤  𝑃𝑟𝑎𝑔, apply an exploitation 

procedure to 𝑃௡௘௪,௪. 
 Append 𝑃௡௘௪,௪to the P_new vector for each 

component 𝑤. 
 Return 𝑃௡௘௪  as the new harmony. 
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5. PERFORMANCE METRICS 

The True Positive (𝑇𝑟𝑃), True Negative 
(𝑇𝑟𝑁), False Positive (𝐹𝑙𝑃), and False Negative 
(𝐹𝑙𝑁) plays a significant role in the calculation of 
performance metrics. 

5.1. Precision 

Precision (𝑃𝑟𝑒𝑐) measures the accuracy 
of the positive predictions made by a model. 
Eq.(16) is applied to calculate the 𝑃𝑟𝑒𝑐. 
 

 
5.2. Recall 

Recall (𝑅𝑒𝑐𝑙) measures the ability of a 
model to capture all the relevant instances of the 
positive class. Eq.(17) is applied to calculate the 
𝑅𝑒𝑐𝑙. 

𝑅𝑒𝑐𝑙 =
𝑇𝑟𝑃

𝑇𝑟𝑃 + 𝐹𝑙𝑃
× 100 (17) 

 
5.3. Classification Accuracy 

Classification Accuracy (𝐶𝐴) is a 
performance metric used to evaluate the accuracy 
of a classification model. It measures the 
proportion of correctly classified instances from 
the total number of instances in the dataset. The 
Eq.(18) expresses the 𝐶𝐴 calculation. 

𝐶𝐴

= ቆ
(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠)

(𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠)

× 100 

(18
) 

 
5.4. F-Measure 

F-Measure (𝐹𝑀) is a performance 
metric that combines precision and recall to 
provide a balanced assessment of a classification 
model’s performance. It is beneficial when 
dealing with imbalanced datasets. The Eq.(19) 
expresses the formula used for calculating 𝐹𝑀. 

Algorithm 7: HSO-LGAN 

Input: 
 Maximum number of iterations. 
 Convergence threshold to determine when to stop. 
 Initial value for the Lagrange multiplier. 
 Initialization of the generator and discriminator 

networks. 
 
Output: 

 A trained HSO-LGAN model with optimized 
parameters. 

 Trained generator and discriminator networks. 
 
Procedure: 

 Initialization: 
 Set the maximum number of iterations to 

𝑀𝑎𝑥௜௧௘௥௔௧௜௢௡௦. 
 Define the convergence threshold as 

𝐶𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒௧௛௥௘௦௛௢௟ௗ . 
 Initialize the Lagrange multiplier (𝜆) with an 

arbitrary initial value. 
 Initialize the generator and discriminator networks 

with their respective parameters. 
 Main Training Loop: 

 For iteration in range (𝑀𝑎𝑥௜௧௘௥௔௧௜௢௡௦): 
 Generate a batch of random noise vectors. 

 Train the Discriminator: 
 Sample both real data and generated data. 
 Update the discriminator's weights to distinguish 

between real and generated data. 
 Train the Generator: 

 Generate fake data and update the generator's 
weights to make it more realistic. 

 Adjust the Lagrange Multiplier (𝝀): 
 Tune 𝜆 to find the right balance between the 

constraint and the generator/discriminator losses. 
 Check for convergence based on predefined 

criteria. If converged, exit the loop. 
 End of Training: 

 The result is a trained 𝐻𝑆𝑂 − 𝐿𝐺𝐴𝑁 model with 
optimized parameters. 

 Retrieve the trained generator and discriminator 
networks. 

 Data Generation: 
 Using the trained generator network and random 

noise vectors, generate new data samples. 
 Ensure that the generated data adheres to the 

specified constraint during this process. 
 Evaluation and Fine-Tuning (Optional): 

 Assess how well the generated data satisfies the 
constraint. 

 If necessary, refine the model further to improve 
constraint adherence. 

𝑀𝐶𝐶 =

்௥௉×்௥ே×ி௟௉×ி௟ே

ඥ(்௥௉ ା ி௟௉)×(்௥௉ ା ி௟ே)×(்௥ே ା ி௟௉)×(்௥ே ା ி௟ே)
 ×

100                                                                           (20) 

 

𝑃𝑟𝑒𝑐 =
𝑇𝑟𝑃

𝑇𝑟𝑃 + 𝐹𝑙𝑃
× 100 (16) 
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𝐹𝑀 = ቆ2 ×  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
ቇ × 100 (19) 

5.5. Matthews Correlation Coefficient 

Matthews Correlation Coefficient 
(𝑀𝐶𝐶) provides a balanced measure of a 
classification model’s performance. It is 
advantageous when dealing with imbalanced 
datasets and is less sensitive to class imbalance 
than accuracy. The Eq.(20) expresses the formula 
used for calculating 𝑀𝐶𝐶. 

 
 

5.6. Fowlkes-Mallows Index 

The FMI is a performance metric used to 
evaluate the similarity between two clusters or 
groups, often in the context of clustering 
algorithms or unsupervised learning. It measures 
the geometric mean of precision and recall 
between two clusters. The Eq.(21) expresses the 
formula used for calculating 𝐹𝑀𝐼. 

𝐹𝑀𝐼 = ൫√𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙൯  

× 100 
(21) 

 
6. RESULTS AND DISCUSSION 

6.1. 𝑷𝒓𝒆𝒄 and 𝑹𝒆𝒄𝒍 Analysis 

Figure 1 represents Prec and Recl values 
for different classification algorithms, namely 
TDAN, DELT and HSO-LGAN, and it is based 
on the data presented in Table 1. Figure 1 serves 
as a valuable visual aid for decision-makers, 
allowing them to quickly discern the strengths 
and weaknesses of these algorithms. The choice 
between these algorithms will ultimately depend 
on the specific requirements of the task. A 
preference for high precision, high recall, or a 
balance between the two will guide the 
selection process, considering other factors 
such as computational efficiency and 
scalability. 
 

TDAN demonstrates a nearly equal 
balance between precision and recall. With a 
precision of approximately 52.859%, TDAN 
makes accurate positive predictions. At the same 
time, its recall of roughly 53.740% suggests that 
it effectively captures a substantial portion of the 
relevant instances. This balance could be 
advantageous in scenarios where both high 

accuracy and broad coverage of relevant data are 
required. DELT exhibits a notably higher 
precision of around 64.326% compared to its 
recall, approximately 65.136%. This indicates 
that DELT excels in making accurate positive 
predictions. DELT could be a promising choice in 
recommendation systems, where precision is 
paramount to avoid recommending irrelevant 
items to users. HSO-LGAN outperforms the other 
algorithms in both precision and recall. It is well-
suited for tasks requiring high accuracy and 
comprehensive coverage with a precision of 
roughly 80.376% and a recall of approximately 
81.538%. In sentiment-based recommendation 
systems, for instance, HSO-LGAN can make 
precise recommendations while ensuring a 
broader range of relevant items are included. 

 

 
Figure 1. 𝑃𝑟𝑒𝑐 and 𝑅𝑒𝑐𝑙 

 
Table 1. 𝑃𝑟𝑒𝑐 and 𝑅𝑒𝑐𝑙 

 
6.2. 𝑪𝑨 and 𝑭𝑴 Analysis 

Figure 2 presents a comparative analysis 
of three classification algorithms, TDAN, DELT, 
and HSO-LGAN, based on their performance 
metrics. These metrics are represented as CA and 
FM scores in Table 2. The importance of Figure 
2 lies in its ability to provide a quick overview of 
how these algorithms perform in classification 
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Classification Algorithms 𝑷𝒓𝒆𝒄 𝑹𝒆𝒄𝒍 

TDAN 52.859 53.740 

DELT 64.326 65.136 

HSO-LGAN 80.376 81.538 
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accuracy and feature manipulation. 
Understanding their relative strengths and 
weaknesses is crucial for selecting the most 
suitable algorithm for a given task. 
 

 
 

Figure 2. 𝐶𝐴 and 𝐹𝑀 
 

TDAN achieves a CA score of 52.833 
and an FM score of 53.296. Its performance can 
be attributed to its unique mechanism of 
incorporating temporal dependencies into the 
classification process. TDAN likely leverages 
techniques such as recurrent neural networks 
(RNNs) or autoregressive models to capture 
sequential patterns in the data, making it suitable 
for tasks where temporal relationships are 
essential. DELT, with a CA score of 65.003 and 
an FM score of 64.728, appears to excel in feature 
manipulation.  

Its performance can be attributed to its 
ability to preprocess and manipulate data 
effectively before the classification step. DELT 
may employ feature engineering, dimensionality 
reduction, or other data preprocessing techniques 
to optimize input data, leading to improved 
accuracy. HSO-LGAN stands out with a CA 
score of 80.304 and an FM score of 80.953. The 
exceptional performance of HSO-LGAN can be 
attributed to its use of Generative Adversarial 
Networks (GANs) or similar deep learning 
models. GANs can generate synthetic data 
samples and refine features, allowing HSO-
LGAN to achieve high accuracy while effectively 
manipulating features. 
 

Figure 2 provides a valuable 
comparative analysis of these classification 
algorithms, highlighting their relative strengths 

and capabilities. TDAN, focusing on temporal 
dependencies, is suitable for tasks involving time-
series data. DELT excels in feature manipulation, 
making it an excellent choice for improving the 
quality of input data. Meanwhile, HSO-LGAN 
combines accuracy and feature manipulation 
prowess, indicating its versatility for various 
classification tasks.  

The choice of algorithm should 
ultimately align with the specific requirements of 
the task at hand, considering factors such as data 
characteristics and desired outcomes. This 
comparative analysis aids in making informed 
decisions when selecting the most appropriate 
algorithm for a given application. 

 
Table 2. 𝐶𝐴 and 𝐹𝑀 

Classification Algorithms CA FM 

TDAN 52.833 53.296 

DELT 65.003 64.728 

HSO-LGAN 80.304 80.953 

 
6.3. 𝑭𝑴𝑰 and 𝑴𝑪𝑪 Analysis 

Figure 3 is a visual guide for comparing 
the performance of three distinct classification 
algorithms: TDAN, DELT, and HSO-LGAN. It 
goes beyond conventional metrics by focusing on 
two crucial aspects—FMI and MCC. The 
significance of Figure 3 lies in its ability to 
provide a concise yet comprehensive overview of 
how these algorithms fare in terms of feature 
manipulation and correlation capture. This 
understanding is essential when choosing the 
most suitable algorithm for specific tasks. 
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Figure 3. 𝐹𝑀𝐼 and 𝑀𝐶𝐶 
 

TDAN exhibits an FMI of 53.298 and an 
MCC of 5.664. These results are indicative of its 
underlying mechanism. TDAN is designed to 
excel in tasks involving temporal data. Its 
strength lies in its ability to recognize patterns and 
dependencies over time. However, its relatively 
lower MCC score suggests it may struggle to 
capture complex correlations within the data. 
DELT showcases impressive figures, with an 
FMI of 64.730 and an MCC of 30.007. DELT’s 
mechanism is rooted in advanced feature 
manipulation and data preprocessing. It excels in 
optimizing features and capturing meaningful 
correlations, making it a versatile and effective 
choice for various classification tasks. HSO-
LGAN stands out with an FMI of 80.955 and an 
MCC of 60.571. Its exceptional performance can 
be attributed to the use of GANs or similar deep-
learning techniques. HSO-LGAN leverages the 
power of GANs to generate synthetic data, refine 
features, and effectively model complex 
correlations, resulting in outstanding scores in 
both FMI and MCC. 
 

Figure 3 provides a valuable 
comparative analysis of TDAN, DELT, and 
HSO-LGAN, emphasizing their feature 
manipulation and correlation capture proficiency. 
TDAN specializes in temporal data, DELT excels 
in feature manipulation and correlation capture, 
and HSO-LGAN stands out as a versatile 
powerhouse. The choice of the most appropriate 
algorithm should align with the specific task 
requirements, considering factors such as the 
nature of the dataset and the importance of feature 
manipulation and correlation detection. This 

comparative analysis empowers decision-makers 
to make informed choices when selecting the 
algorithm best suited for a given application, 
ensuring optimal results. 

 
Table 3. 𝐹𝑀𝐼 and 𝑀𝐶𝐶 

Classification Algorithms FMI MCC 

TDAN 53.298 5.664 

DELT 64.730 30.007 

HSO-LGAN 80.955 60.571 

 
 
7. CONCLUSION 

Incorporating "Harmony Search 
Optimization-Based Generative Adversarial 
Networks (HSO-LGAN)" into sentiment 
analysis, as showcased in this research, has 
yielded remarkable results. The HSO-LGAN 
approach has demonstrated significant prowess in 
enhancing classification accuracy (CA) and F-
Measure (FM), surpassing other classification 
algorithms, including TDAN and DELT, with CA 
values of 80.304% and FM values of 80.953%. 
These findings underscore the practical viability 
of this innovative framework in the context of 
customer sentiment analysis, revealing its 
potential to empower businesses to understand 
and respond to consumer feedback more 
effectively. The results emphasize the tangible 
benefits that HSO-LGAN offers, not only for 
businesses but also for customers. Technology 
equips businesses with the tools to serve and 
engage their clientele better. The future direction 
of this work entails refining HSO-LGAN for real-
time implementation on dynamic online shopping 
platforms. Advanced natural language processing 
techniques and additional bio-inspired 
optimization methods will be explored to further 
enhance sentiment analysis accuracy. This 
ongoing effort aims to continuously innovate 
personalized augmented reality experiences and 
deepen insights into customer-brand interactions. 
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