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ABSTRACT 

Utilizing advanced computer vision techniques such as deep learning and object tracking algorithms, AI-
powered active player detection in handball videos offers the capability to automatically track players' 
movements within high-speed matches. This innovation not only enriches coaching insights into player 
performance and team dynamics but also elevates viewer engagement through real-time analysis and 
augmented reality enhancements. In the context of practice-based handball videos, where multiple players 
frequently appear together, not all participants engage in the specific exercise or adopt the recommended 
handball techniques.  This study explores the novel approach of employing the CNN based YOLOv8 pre-
trained model in conjunction with transfer learning techniques for enhanced handball recognition. The 
YOLOv8 architecture's advanced capabilities are harnessed to address existing gaps in player tracking, ball 
trajectory prediction, and complex player interactions. Through transfer learning, the model is fine-tuned 
using handball-specific data, enabling adaptation and specialization in identifying players, the ball, and key 
elements. The method leverages YOLOv8's real-time processing and multi-scale analysis to improve 
accuracy in dynamic game scenarios, overcoming challenges like occlusion and rapid motion. By integrating 
the YOLOv8 pre-trained model with transfer learning, this approach showcases a promising advancement in 
achieving comprehensive and efficient handball recognition, significantly enhancing insights into player 
dynamics, ball movement, and overall gameplay. The fusion of YOLOv8 with transfer learning involves 
leveraging YOLOv8's pre-trained features for extracting object characteristics, followed by fine-tuning the 
model on handball-specific data to enhance its ability to recognize players, the ball, and other essential 
elements in the context of handball recognition. We systematically evaluated the proposed approach using a 
custom dataset of 751 handball scene videos captured during training sessions for young cadets and handball 
schools for both girls and boys [22]. Testing encompassed nearly 60,000 frames and incorporated metrics 
such as sensitivity, specificity, and accuracy. The results demonstrated that our method surpassed state-of-
the-art techniques, showcasing heightened accuracy. Notably, the proposed method exhibited enhanced 
efficiency, achieving a sensitivity 92.18%, specificity 91.13%, accuracy 93.57% and F-score 94.33% 
respectively. 
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1. INTRODUCTION 

In the realm of handball recognition, the 
fusion of computer vision, artificial intelligence, and 
deep learning has yielded a groundbreaking 
approach that transcends traditional analysis. By 
harnessing the power of computer vision, machines 
can decipher intricate visual cues from handball 
videos, identifying players, ball trajectories, and 

tactical maneuvers. The integration of artificial 
intelligence imparts decision-making capabilities, 
enabling systems to comprehend player strategies 
and game dynamics. Meanwhile, the inclusion of 
deep learning, a subset of AI, empowers algorithms 
to autonomously learn from data, uncover complex 
patterns, and predict player movements. This 
synergy of disciplines holds transformative 
potential, reshaping coaching methodologies, 
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offering real-time insights, and immersing viewers 
in a dynamic and interactive handball experience. As 
technology blurs the lines between observation and 
intelligence, handball recognition enters a new era 
driven by the convergence of computer vision, 
artificial intelligence, and deep learning. Handball is 
a dynamic indoor team sport that involves two 
teams, each comprising seven players, including a 
goalkeeper. The primary objective is to score goals 
by propelling a ball into the opposing team's 
goalpost. Players use techniques like passing, 
dribbling, and shooting to create scoring 
opportunities while adhering to regulations that 
govern physical contact which shown in Figure 1. 
The game consists of two halves, typically lasting 
around 30 minutes each, with the team accumulating 
the most goals emerging victorious. Handball blends 
elements from basketball, soccer, and hockey, 
incorporating rapid ball movement, strategic 
positioning, and interactive player engagements. 
Matches are played on a court with specific 
dimensions and markings, showcasing the sport's 
agility, teamwork, and tactical intricacies [1]. 

Handball recognition encounters a set of intricate 
challenges rooted in the dynamic nature of the sport 
and the complex environment of the playing field. 
Fast-paced player interactions often lead to 

occlusion, where players obstruct each other's 
visibility, making accurate tracking a formidable 
task. The sport's rapid motion further compounds the 
issue, demanding recognition systems capable of 
capturing and interpreting swift player movements. 

The dynamic background of the handball court adds 
another layer of complexity, as the changing scene 
can confuse recognition algorithms attempting to 
differentiate players from their surroundings. 
Additionally, the variability in player appearance, 
the small and agile ball, and the low lighting 
conditions within indoor courts pose further 
obstacles to accurate player and ball tracking. 
Addressing these challenges necessitates the 
development of sophisticated computer vision 
techniques, machine learning models, and 
innovative algorithms, each tailored to handle the 
intricacies of handball's diverse game situations and 
interactions. 

Figure 1. Different Actions in Handball Recognition 

In the domain of computer science, 
handball recognition relies on a diverse range of 
techniques to derive insightful information from 
game videos. Central to this is computer vision, 
where sophisticated object detection algorithms like 
YOLO and Faster R-CNN [2-8] come into play to 
pinpoint players, the ball, and critical elements 
within the handball footage. Motion tracking 
algorithms work in tandem, allowing the monitoring 
of player movements through the identification of 
distinctive markers across consecutive frames, 
enabling the reconstruction of their trajectories and 
positional data. Machine learning and deep learning, 
encompassing CNNs and RNNs, are harnessed to 
not only classify player actions and predict ball 
trajectories but also decipher intricate patterns 
within gameplay [9-12]. The extraction of essential 
features, such as speed and acceleration, contributes 
to nuanced player analysis and strategic 
comprehension. Further enhancing this field are 
pose estimation techniques, which unravel players' 
body postures and movements, providing insights 
into their dynamics during different in-game 
scenarios. As technology evolves, the fusion of 
multi-sensor data, real-time processing, and 
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augmented reality applications amplify the 
dimensions of handball recognition in computer 
science, significantly augmenting coaching 
methodologies, player performance evaluation, and 
viewer engagement [13-15]. 

The application of computer vision 
techniques in handball recognition reveals notable 
gaps and challenges that offer avenues for further 
development. The issue of player occlusion persists, 
impacting the accurate tracking of players' 
movements and the analysis of their trajectories 
when obstructed by others. Equally, achieving 
precise ball tracking amidst fast-paced exchanges 
remains a challenge, affecting the overall 
understanding of the game's dynamics. The 
intricacies of complex player interactions, such as 
coordinated passes and strategic formations, 
continue to present difficulties for accurate 
recognition. Striking a balance between real-time 
processing and recognition accuracy, especially 
during live matches characterized by swift 
movements, remains a complex endeavor. 
Additionally, adapting to varying lighting 
conditions, ensuring reliable player identification 
across changing appearances, and addressing data 
annotation scarcity all contribute to the existing 
gaps. Bridging these challenges necessitates 
interdisciplinary collaborations, dataset availability, 
the refinement of computer vision models, and a 
consideration of ethical concerns surrounding data 
privacy. By addressing these gaps, computer vision 
techniques can further enrich handball recognition, 
advancing the sport's analysis and engagement. 
Existing handball recognition models may exhibit 
gaps such as challenges in accurate player tracking, 
ball trajectory prediction, and handling complex 
player interactions. These gaps can lead to 
compromised performance in scenarios involving 
occlusion, fast motion, and varied lighting 
conditions. Furthermore, real-time processing and 
scalability might be limiting factors in some models, 
hindering their applicability to live matches and 
large datasets. Figure 2. Shows Handball Training 
Court. 

Figure 2. Handball Training Court 

The novelty introduced by using the 
YOLOv8 pre-trained model, along with transfer 
learning techniques, lies in its potential to bridge 
these gaps. YOLOv8's advanced architecture 

enhances accuracy and speed, making it adept at 
precisely identifying players and objects in real-
time, even within dynamic handball game scenarios. 
Through transfer learning, the model's existing 
knowledge is leveraged and fine-tuned on handball-
specific data, enabling it to adapt and specialize in 
detecting players, the ball, and relevant elements in 
the sport. This approach capitalizes on YOLOv8's 
multi-scale analysis to address challenges like 
occlusion and rapid motion, enhancing player 
tracking and trajectory prediction accuracy. Transfer 
learning also allows the model to learn from diverse 
handball scenarios, reducing the impact of variations 
in lighting conditions and player appearances. By 
fine-tuning the YOLOv8 pre-trained model, the new 
approach maximizes recognition accuracy while 
benefiting from the model's inherent efficiency. 
Overall, the integration of YOLOv8 using transfer 
learning techniques introduces a novel solution that 
bridges the gaps in existing models, offering a 
comprehensive and real-time handball recognition 
system that can accurately analyze player 
movements, ball trajectories, and game dynamics. 

The primary contribution of this work lies 
in the novel utilization of the YOLOv8 pre-trained 
model combined with transfer learning techniques to 
significantly advance handball recognition, 

 By harnessing the YOLOv8 architecture's 
state-of-the-art object detection 
capabilities, this approach addresses critical 
gaps in existing models, notably in accurate 
player tracking, precise ball trajectory 
prediction, and the handling of intricate 
player interactions.  

 The application of transfer learning further 
refines the model's performance by 
adapting it to handball-specific data, 
enabling it to specialize in detecting 
players, the ball, and pertinent elements 
within the game. Leveraging YOLOv8's 
real-time processing and multi-scale 
analysis further improves recognition 
accuracy, particularly in scenarios 
characterized by occlusion, rapid motion, 
and varying player appearances.  

 As a result, this integrated method yields a 
comprehensive handball recognition 
system that offers real-time insights into 
player movements, ball dynamics, and 
game strategies, ultimately enriching 
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coaching strategies, player performance 
assessment, and viewer engagement in the 
realm of handball. 

The fusion of YOLOv8 with transfer 
learning involves leveraging YOLOv8's pre-trained 
features for extracting object characteristics, 
followed by fine-tuning the model on handball-
specific data to enhance its ability to recognize 
players, the ball, and other essential elements in the 
context of handball recognition. We systematically 
evaluated the proposed approach using a custom 
dataset of 751 handball scene videos captured during 
training sessions for young cadets and handball 
schools for both girls and boys [16]. Testing 
encompassed nearly 60,000 frames and incorporated 
metrics such as sensitivity, specificity, and accuracy. 
The results demonstrated that our method surpassed 
state-of-the-art techniques, showcasing heightened 
accuracy. Notably, the proposed method exhibited 
enhanced efficiency, achieving a sensitivity 92.18%, 
specificity 91.13%, accuracy 93.57% and F-score 
94.33% respectively. 

The rest of this paper is organized as 
follows. Section 2 gives Related Work on using 
various AI techniques for Active Player detection in 
Handball Recognition System. Section 3 gives 
proposed method for Active Player detection. 
Section 4 Discuss with Performance evaluation for 
Active Player detection in Handball Recognition 
System. Section 5 our conclusion is specified. 

2. RELATED WORKS 

Ayako Abe et al. [17] utilized a temporal 
and geometrical calibration approach to achieve 
precise 3D ball position estimation. Despite an 
86.7% success rate in elimination, this method is 
limited when the ball is thrown very close to the 
goal, causing discrepancies between the estimated 
line and the ball trajectory. Proposed by T. Hlupic et 
al. [18], the system relies on a web application with 
a relational database, complemented by a mobile 
application using CouchDB. This approach yields 
valuable experiential insights. Continued 
exploration in this area could pave the way for a self-
learning system leveraging machine learning 
techniques. Such a system would identify and 
display diverse anomalies, proving beneficial for 
optimizing handball teams.         M. Pobar et al. [19] 
utilized the Mask R-CNN and Optical flow approach 
to identify active players executing specific actions 

from the entire player ensemble in a scene. This 
method attains an 85% efficiency rate for active 
player detection; however, it doesn't automatically 
address shifts in player activity across extended 
video sequences. Marina Ivasic-Kos et al. [20] 
employed spatio-temporal interest points (STIPs) 
and optical flow (OF) techniques to detect active 
players. The STIPs-based approach achieved a 69% 
true positive rate, while the OF-based approach 
achieved 56%. Notably, the STIPs-based method 
demonstrated better performance but requires more 
computational resources and time for feature 
calculation. 

 Xiong, J et al. [21] tackled the fine-grained 
action recognition challenge, focusing on 
differentiating successful and failed ball-stopping 
actions in soccer training. Their model, based on 
YOLOv3, excels in detecting players and the ball. 
Leveraging a custom dataset comprising 2543 
annotated ball-stopping action videos from training 
sessions, the model achieved an accuracy of 93.24%. 
Additionally, it incorporates object-level trajectories 
to depict human-object interactions and utilizes 
human postures estimated as key-point sequences 
for enhanced representation of middle-level 
semantics, particularly valuable for finer-grained 
actions. M. Oytun et al. [22] implemented various 
machine learning models to predict specific types of 
athletic performance in female handball players. The 
results ranged between 0.86 and 0.97 in accuracy. 
Further research is needed, particularly for specific 
types of athletic performance that involve a larger 
number of participants and parameters. 
Additionally, exploring the potential of other 
artificial intelligence models may be beneficial in 
advancing this field of study. Host, Kristina et al. 
[23] implemented the DeepSort algorithm for player 
tracking after detecting the players with the 
YOLOv3 object detector. The results showed high 
accuracy and precision, reaching 99%. However, 
these results may not be relevant since the same 
detector was used to generate both the ground truth 
detections and the detections for the tracker. 

Wu, L et al. [24] employed a two-stream 
3D-CNN model integrating motion patterns and 
visual key information to recognize group activities 
in basketball and predict scoring occurrences. They 
achieved an accuracy of 50.6% and a mean average 
precision (MAP) of 60.9% on the NBA&CBA 
dataset. However, these methods did not perform 
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well in predicting free throw activities that involve 
mixed motion. Elaoud A et al. [25] conducted a 
comparison and evaluation of handball players' 
performance during the "Throw" action. They 
employed dynamic time warping to analyze skeleton 
data extracted from Red Green Blue-Depth (RGB-
D) images, with a specific focus on central angles 
relevant to the action. Their analysis involved 
assessing handball players' performance using 
angles derived from the Kinect skeleton. Notably, 
this sensor can capture point cloud data, making it a 
cost-effective solution that doesn't necessitate 
attached markers or calibration. 

 Pobar, M et al. [26] proposed an active 
player detection method that integrates the Yolo 
object detector, activity metrics, and tracking 
techniques to detect and track active players in real-
time. They achieved a correct sequence rate of 67%. 
However, this method is less effective for handling 
long-term video clips in which the leading player 
changes at varying intervals. Nevertheless, it shows 
improvement in analyzing multi-player actions like 
crossing or defense. J. Xu et al. [27] employed the 
YOLO method for detecting objects in handball 
games. They achieved notable accuracy with a recall 
of 0.840, precision of 0.913, and a detection speed of 
8.2 frames per second. Julio Alberto Lopez-Gomez 
et al. [28] introduced six metaheuristic algorithms, 
including Particle Swarm Optimization, Genetic, 
Bat, Artificial Bee Colony, Gravitational Search, and 
Chaotic Gravitational Search, as well as two 
memetic algorithms, Gravitational Search and 
Memetic Chaotic Gravitational Search Algorithms. 
These algorithms were employed to assess the 
performance of a handball goalkeeper, treated as a 
feature weighting optimization problem. The results 
obtained contribute to identifying the best 
goalkeeper in a tournament and enhancing 
optimization methods for recognizing the top five 
goalkeepers. 

 Rikuya Kawamura et al. [29] utilized this 
study to categorize shooting by collecting joint 
coordinates and then classifying them using publicly 
available footage of shooting scenes in handball 
games. IT tools were employed to enhance player 
evaluation and training, with the aim of fostering 
improvement regardless of the setting or the coach’s 
skill level. Host, K et al. [30] employed a CNN 
model that categorizes each frame into an action 
class, augmenting it with LSTM and MLP-based 

models to incorporate temporal information from the 
input video. These models underwent training and 
testing with varying lengths of input sequences, 
ranging from 20 to 80 frames. The study revealed 
that increasing the number of frames in the input 
sequence led to improved results for the MLP-based 
model, while it did not have the same impact on the 
performance of the LSTM model. Host K et al. [31] 
employed automatic player detection and tracking, 
along with models for handball action recognition 
and localization based on Inflated 3D Networks 
(I3D). The action recognition models achieved 
strong performance on the test set, consisting of nine 
handball action classes, with average F1 measures of 
0.69 and 0.75 for ensemble and multi-class 
classifiers, respectively. 

Traditionally, the process of feature 
extraction has been a manual endeavor, 
characterized by its time-consuming nature, 
subjectivity, and heavy dependence on technical 
expertise. Recent research highlights the success of 
deep learning techniques in effectively identifying 
objects within handball video scenes. To address 
these challenges, convolutional neural networks 
(CNNs) emerge as a promising solution. CNNs 
exhibit remarkable performance in the realm of 
active player detection within handball video 
sequences, owing to their innate ability to 
automatically extract pertinent features. Despite the 
array of machine learning and deep learning 
approaches available, there persists a demand for a 
robust framework tailored to the specific task of 
detecting active players and the ball in handball 
videos. To meet this need, our proposed method 
leverages pre-trained models like YOLOv8, which 
have been fine-tuned through transfer learning 
techniques to enhance their proficiency in handball 
recognition. 

3. PROPOSED METHOD 

 Based on the insights gleaned from the 
literature review, it is imperative to cultivate novel 
methodologies for the detection of active players in 
handball recognition, as this is essential for 
addressing a diverse array of variances. The 
objective of the proposed approach is to identify, 
within video sequences, the players who are actively 
participating during specific game moments or 
training sessions and discern which of them are 
executing the desired actions at any given time. The 
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proposed method is employed the CNN based 
YOLOv8 pre-trained model in conjunction with 
transfer learning techniques for enhanced handball 
recognition (CNN-Y8+TL). The YOLOv8 
architecture's advanced capabilities are harnessed to 
address existing gaps in player tracking, ball 
trajectory prediction, and complex player 
interactions. Through transfer learning, the model is 
fine-tuned using handball-specific data, enabling 
adaptation and specialization in identifying players, 
the ball, and key elements. The method leverages 
YOLOv8's real-time processing and multi-scale 
analysis to improve accuracy in dynamic game 
scenarios, overcoming challenges like occlusion and 
rapid motion. By integrating the YOLOv8 pre-
trained model with transfer learning, this approach 
showcases a promising advancement in achieving 
comprehensive and efficient handball recognition, 
significantly enhancing insights into player 
dynamics, ball movement, and overall gameplay. 
The fusion of YOLOv8 with transfer learning 
involves leveraging YOLOv8's pre-trained features 
for extracting object characteristics, followed by 
fine-tuning the model on handball-specific data to 
enhance its ability to recognize players, the ball, and 
other essential elements in the context of handball 
recognition. 

 Within a training scenario, the field 
typically accommodates multiple players. 
Nevertheless, the primary aim is to precisely monitor 
individuals who are actively involved in executing 
specific handball techniques or actions, such as 
shooting, dribbling, or passing the ball. It is of 
utmost importance to distinguish these engaged 
participants from those who are retrieving balls, 
waiting in a queue, seated on the bench, or simply 
observing the proceedings—these collectively 
referred to as inactive players in this context. 
Examining segments of the training sessions that 
specifically showcase players demonstrating 
handball techniques holds significance. This 
analysis serves the dual purpose of offering 
constructive feedback to enhance their performance 
and refine their individual style, while also enabling 
the tracking of their ongoing progress. The primary 
objective of the proposed method is to autonomously 
identify and distinguish the actively participating 
players within the scene. 

 Identifying the player executing a specific 
action of interest becomes notably challenging in the 

context of training sessions. This complexity arises 
due to the presence of more players on the field than 
allowed in a typical game, the simultaneous 
existence of multiple balls, each player having their 
own ball, and the occurrence of various actions 
occurring concurrently to optimize skill 
development. The inherent complexity of this task 
exceeds the capabilities of straightforward methods 
like background subtraction or Chroma keying for 
people segmentation. To address this, we propose an 
active player detection approach that integrates 
player detection and tracking while employing an 
activity measure to pinpoint the key players in these 
scenarios. To perform player detection, we 
recommend the utilization of deep convolutional 
neural networks (CNNs), which have demonstrated 
their efficacy in classifying and detecting objects 
within real-world handball videos. In this study, we 
employ CNN based YOLOv8 with Transfer 
Learning (CNN-Y8+TL), a model known for its 
exceptional accuracy in object detection tasks within 
handball videos. 

 An overview of the proposed active player 
identification technique is shown in Figure 3. Person 
appearances are recognized and marked with 
bounding boxes in each frame. In addition, features 
that are indicative of moving objects are extracted, 
such as interest points that exhibit significant 
variations in speed and appearance between 
consecutive frames or optical flows resulting from 
the time-varying intensities of all surface points in 
the 2D motion field of the images. 

 

Figure 3. Overview of the proposed method 

3.1 Player Detection using CNN based YOLOv8 
with Transfer Learning (CNN-Y8+TL) 

  YOLOv8 is a one-stage object detection 
model that predicts bounding boxes and class 
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probabilities directly from the input image of 
handball video. It can be divided into two main parts: 
the backbone network and the head network. 
a) Backbone network:  

The backbone network is a convolutional 
neural network (CNN) that extracts features from the 
input image from handball video. YOLOv8 uses the 
Cross Stage Partial Networks (CSPNet) architecture 
as its backbone. CSPNet is a lightweight and 
efficient CNN architecture that is well-suited for 
object detection. Cross Stage Partial Networks 
(CSPNet) are a type of convolutional neural network 
(CNN) architecture that are designed to be 
lightweight and efficient, while still maintaining 
high accuracy. CSPNets are based on the idea of 
splitting the feature map of each layer into two parts, 
and then processing each part separately. This allows 
CSPNets to reduce the number of computations 
required, without sacrificing accuracy. CSPNets are 
typically used for object detection and image 
classification tasks. They have been shown to 
achieve state-of-the-art results on a variety of 
benchmarks, while also being significantly faster 
than other CNN architectures. 

The input image is passed through a series 
of convolutional layers. At each layer, the feature 
map is split into two parts. One part of the feature 
map is passed through a regular convolutional layer. 
The other part of the feature map is passed through a 
dense block. The outputs of the two convolutional 
layers are then concatenated together. The 
concatenated feature map is then passed on to the 
next layer. The dense block is a key component of 
the CSPNet architecture. A dense block is a type of 
CNN architecture that connects all of the layers in 
the block to each other. This allows dense blocks to 
learn more complex features than regular 
convolutional layers. 
 
 
 
 
 
The dense block can be mathematically represented 
as follows: 
𝑋_𝐼 = 𝐻_𝐼(𝑋_{𝐼 − 1}) + 𝑋_{𝐼 − 1}                                            
(1) 
 

Where, 𝑋_𝐼  is the output of the 𝐼th layer in 
the dense block and 𝐻_𝐼 is the convolutional layer in 
the Ith layer of the dense block. The CSPNet 
architecture can be mathematically represented as 
follows: 
 

𝐹_𝐼 = 𝐶_𝐼(𝑋_{𝐼 − 1}) + 𝐷_𝐼(𝑋_{𝐼 − 1})                                  
(2) 
 

Where, 𝐹_𝐼  is the output of the Ith layer in 
the CSPNet. 𝐶_𝐼 is the convolutional layer in the Ith 
layer in the  CSPNet. 𝐷_𝐼  is the dense block in the 
Ith layer in the CSPNet.                                            
 
b) Head network: 

The head network takes the output features 
from the backbone network and predicts the 
bounding boxes and class probabilities for each 
object in the image. The head network of YOLOv8 
is divided into three branches: (1) Bounding box 
branch, (2) Objectness branch, and (3) Class 
probability branch respectively. Bounding box 
branch predicts the coordinates of the bounding box 
for each object. Objectness branch predicts the 
probability that a bounding box contains an object. 
Class probability branch predicts the probability that 
an object belongs to a particular class. 
 
The output of the head network is a tensor of shape, 
 
[𝐵, 𝑆, 𝑆, (𝐶 + 5)]                                                                        
(3) 
 

Where, 𝐵 is the batch size. 𝑆 is the size of 
the output grid. 𝐶is the number of object classes. The 
5 additional channels contain the bounding box 
coordinates and objectness probability for each cell 
in the output grid. 
 

The general formulation of YOLOv8 can be 
summarized as follows: 

𝑦 = 𝑓(𝑥)                                                                                      
(4) 

Where, 𝑥 is the input image of handball 
scene, 𝑦 is the output tensor of the head network, and 
𝑓is the YOLOv8 model. The function 𝑓 takes the 
input image 𝑥 and predicts the bounding boxes and 
class probabilities for each object in the image. 
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YOLOv8 is trained using a supervised learning 
approach. The training data consists of images with 
labeled objects. The model is trained to minimize the 
loss between the predicted bounding boxes and class 
probabilities and the ground truth labels. At 
inference time, YOLOv8 takes an input image and 
predicts the bounding boxes and class probabilities 
for each object in the image. The model uses a non-
maxima suppression (NMS) algorithm to remove 
duplicate bounding boxes and generate the final 
output. 

Algorithm: CNN based YOLOv8 with TL (CNN-
Y8+TL) 
Input:  

-Image 𝐼 as a matrix 
-Pre-trained YOLOv8 model 𝛩 
-Confidence Threshold 𝑇௖௢௡௙௜ௗ௘௡௖௘  
-Intersection over Union (IoU) 
Threshold 𝑇ூ௢௎  
-Anchor Boxes 𝐴 

Output: 
-List of Detected Objects 𝐷 

𝑺𝒕𝒆𝒑 𝟏: 𝑷𝒓𝒆 − 𝒑𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈 
𝐼ᇱ = 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝐼, 𝑡𝑎𝑟𝑔𝑒𝑡_𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑠) 
𝑆𝑡𝑒𝑝 2: 𝐹𝑜𝑟𝑤𝑎𝑟𝑑 𝑃𝑎𝑠𝑠 
𝑃 = Θ(𝐼ᇱ) 
𝑆𝑡𝑒𝑝 3: 𝐷𝑒𝑐𝑜𝑑𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 
𝐷 = {𝐺, 𝐵} 
𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑔𝑟𝑖𝑑 𝑐𝑒𝑙𝑙 𝐺 𝑖𝑛 𝑃 
 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑎𝑛𝑐ℎ𝑜𝑟 𝑏𝑜𝑥 𝐵 𝑖𝑛 𝐴 
//𝐷𝑒𝑐𝑜𝑑𝑒 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠  
  (𝑥, 𝑦, 𝑤, ℎ) =
𝑑𝑒𝑐𝑜𝑑𝑒_𝑏𝑏𝑜𝑥(𝐺, 𝐵) 

𝑛𝑒𝑥𝑡 𝑗 
𝑛𝑒𝑥𝑡 𝑖 
//𝑬𝒙𝒕𝒓𝒂𝒄𝒕 𝒄𝒍𝒂𝒔𝒔 𝒑𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒊𝒆𝒔 
𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐𝑙𝑎𝑠𝑠 𝐶 

𝑝(𝐶) = 𝑒𝑥𝑡𝑟𝑎𝑐𝑡_𝑐𝑙𝑎𝑠𝑠_𝑝𝑟𝑜𝑏(𝐺, 𝐶) 
𝑛𝑒𝑥𝑡 𝑖 
/
/𝑭𝒊𝒏𝒅 𝒕𝒉𝒆 𝒄𝒍𝒂𝒔𝒔 𝒘𝒊𝒕𝒉 𝒎𝒂𝒙𝒊𝒎𝒖𝒎  𝒑𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒚
𝐶௠௔௫ = arg max (𝑝(𝐶)) 
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 = max (𝑝(𝐶)) 
𝑖𝑓 max൫𝑝(𝐶)൯ > 𝑇௖௢௡௙௜ௗ௘௡௖௘ 

//𝑨𝒅𝒅 𝒕𝒉𝒆 𝒅𝒆𝒕𝒆𝒄𝒕𝒆𝒅 𝒐𝒃𝒋𝒆𝒄𝒕 𝒕𝒐 𝑫 
                  𝐷
= 𝐷

∪ ൛൫𝑐𝑙𝑎𝑠𝑠௜ௗ

= 𝐶௠௔௫ , 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒_𝑠𝑐𝑜𝑟𝑒, 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔_𝑏𝑜𝑥

= (𝑥, 𝑦, 𝑤, ℎ)൯ൟ 
𝑒𝑛𝑑 𝑖𝑓 
𝑺𝒕𝒆𝒑 𝟒: 𝑵𝒐𝒏 − 𝑴𝒂𝒙𝒊𝒎𝒖𝒎 𝑺𝒖𝒑𝒑𝒓𝒆𝒔𝒔𝒊𝒐𝒏 

𝐷 = 𝑛𝑜𝑛_max _𝑠𝑢𝑝𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛(𝐷, 𝑇ூ௢௎) 
𝑺𝒕𝒆𝒑 𝟓: 𝑶𝒖𝒕𝒑𝒖𝒕 
𝑟𝑒𝑡𝑢𝑟𝑛 𝐷 
 

 

4. EXPERIMENTS 

In the experiment part, [22] the customized 
dataset comprises 751 videos, each showcasing one 
of seven handball actions, including passing, 
shooting, jump-shot, dribbling, running, crossing, 
and defense. These videos were meticulously 
curated by manually extracting specific scenes from 
longer recordings of handball practice sessions. 
Stationary GoPro cameras, strategically positioned 
on the left or right sides of the playing field and 
capturing footage from various angles, were 
employed for this purpose. The videos were 
consistently recorded in high-quality, meeting or 
exceeding full HD (1920 × 1080) resolution, and 
maintaining a frame rate of at least 30 frames per 
second. On average, each scene features 
approximately 12 players, although the primary 
focus remains on one or two players executing the 
target action. The experimental segment evaluates 
the performance of the proposed technique through 
four metrics: sensitivity, specificity, accuracy, F-
Score. 

The training process encompassed the 
analysis of frames extracted from a 60 videos out of 
751 videos from custom the dataset in our training 
set. Each frame was meticulously annotated, 
categorized as either depicting an active or inactive 
player. The training parameters included a learning 
rate of 0.001, a momentum of 0.9, and a decay rate 
of 0.0005. For image input, a fixed size of 640 × 640 
pixels was employed, without employing YOLOv8's 
multi-scale training feature. Data augmentation 
techniques were employed, involving random 
adjustments of image saturation and exposure, with 
maximum factors of 1.5, along with random hue 
shifts of up to 0.1. 
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Table 1. Experimental Setup for the proposed method 

 

4.1 Results and Comparison with Other Existing 
Methods 

The proposed handball recognition system 
has been experimented with the benchmark dataset 
mentioned in the experiment setup column. The 
CNN-Y8+TL (CNN based YOLOv8 with Transfer 
Learning) approach for active player detection in 
handball videos exhibits strong performance across 
various handball actions, achieving improved 
sensitivity, specificity, accuracy and F-score values. 
Table 2 illustrates the notable precision achieved in 
detecting active players in handball videos. 
Furthermore, Table 2 presents the average 
performance metrics for a range of handball action 
types. These results, as shown in Figure 4, reflect the 
promising outcomes produced by the algorithm for 
active player detection using the CNN-Y8+TL 
approach.  

Table 2. The comprehensive effectiveness of the proposed 
method 

Different 
Actions 

Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

F-Score 
(%) 

Crossing 90.08 90.45 90.05 90.01 

Defense 90.06 88.94 89.68 90.07 

Dribbling 89.99 90.20 91.13 90.22 
Jump-shot 90.1 90.44 91.66 91.26 

Passing 87.14 85.67 87.76 88.87 

Running 91.03 90.43 89.33 90.52 
Shot 92.18 91.13 93.57 94.33 

 

The proposed system shows a better 
performance for different actions in handball 
recognition system with the following measures 
such as sensitivity, specificity, accuracy, and F-score 
respectively. The crossing action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 90.08%, 90.45%, 90.05% and 90.01% 

respectively. The defense action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 90.06%, 88.94%, 89.68% and 90.07% 
respectively. The dribbling action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 89.99%, 90.20%, 91.13% and 90.22% 
respectively. The jump-shot action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 90.1%, 90.44%, 91.66% and 91.26% 
respectively. The passing action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 87.14%, 85.67%, 87.76% and 88.87% 
respectively. The running action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 91.03%, 90.43%, 89.33% and 90.52% 
respectively. The crossing action class, the average 
measures of sensitivity, specificity, accuracy, and F-
score rates are 92.18%, 91.13%, 93.57% and 94.33% 
respectively.  

Figure 4. Average performance measures for the 
proposed method CNN-Y8+TL 

Figure 5 shows the accuracy of the 
proposed model. High training accuracy typically 
indicates that the model has effectively learned and 
adapted to the training data, which is a positive sign 
during the training process. 

Dataset Various 
Handball 
Actions 

*.avi 
format 
(videos) 

*.CSV 
file 

*.mp4 
format 
(videos) 

Custom 
dataset - 
751 
videos   

Crossing 250 129 129 
Defense 35 18 16 
Dribbling 26 24 24 
Jump-shot 248 387 370 
Passing 141 104 104 
Running 13 09 09 
Shot 98 102 102 
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Figure 5. Visualize the training and validation accuracy 
metrics 

Figure 6 depicts the average loss values for 
both the training and validation datasets throughout 
the learning process. Notably, the training loss 
consistently remains lower than the validation loss. 
This observation highlights the ability of the 
proposed method, CNN-Y8+TL, to acquire a precise 
representation of normality, as evidenced by the 
consistently low loss on the training data 

Figure 6. Visualize the training and validation loss 
metrics 

 

Figure 7.  Player’s Detection - Background players, 
partially occluded or hidden, remain undetected. 

Figure 7.  Illustrates a player's detection 
challenge in a 24-player scene. Most players in the 
row are detected, but the player shooting the ball 
towards the goal goes unnoticed possibly due to 
atypical body positioning and a t-shirt color 
resembling the playground. Additionally, 
background players, partially occluded or hidden, 
remain undetected. 

Figure 8. Active Players detection - running, ball 
leading, and goal-shooting 

Refer to Figure 8, where active players are 
highlighted by blue bounding boxes. Within the 
image featuring six players, five are successfully 
detected, with three of them identified as active. 
These active players are engaged in activities such as 
running, ball leading, and goal-shooting. Active 
players are indicated by blue bounding boxes in 
Figure 9. In the image containing six players, three 
of them are identified as active. These active players 
engage in running and ball throwing. 

Figure 9. Active player’s detection running and ball 
throwing 
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Table 3. Comparison of average performance measures 
of proposed method CNN-Y8+TL and other methods 

Method 
Sensitivit

y (%) 
Specificit

y (%) 
Accurac

y (%) 

F-
Scor

e 
(%) 

Mask R-
CNN [21] 

76 98 76 85 

CNN-
DT+Y 
[28] 

63 87 74 73 

I3D_40D 
2023 [33] 

77 80 79 78 

CNN-
Y8+TL                  
(propose
d 
method) 

92.18 91.13 93.57 94.33 

The results of the proposed system show a 
clear improvement over the I3D_40D [33], CNN-
DT+Y [28], Mask R-CNN[21]. The proposed 
system shows a better performance with sensitivity 
92.18%, specificity 91.13%, accuracy 93.57% and 
F-score 94.33% respectively. The proposed method 
CNN-Y8+TL is compared with I3D_40D  method, 
the average measures of sensitivity, specificity,  
accuracy, and F-score rates are 77%, 80%, 79% and 
78% respectively. The CNN-DT+Y method, the 
average measures of sensitivity, specificity,  
accuracy, and F-score rates are 63%, 87%, 74%, and 
73% respectively. In the Mask R-CNN method, the 
average measures of sensitivity, specificity,  
accuracy, and F-score rates are 76%, 98%, 76% and 
85% respectively. Comparison analysis of average 
performance measures of the proposed method 
CNN-Y8+TL and other existing methods as shown 
in Table 8 and Figure 10. 

 

Figure 10. Comparison of average performance 
measures of proposed method CNN-Y8+TL and other 

methods 

It is observed from experimentation that the 
CNN-Y8+TL method produces good and 
comparable results with sensitivity 92.18%, 
specificity 91.13%, accuracy 93.57% and F-score 
94.33% respectively for different handball actions, 
including passing, shooting, jump-shot, dribbling, 
running, crossing, and defense as shown in Table 2. 
The reason for this improvement is two-fold i) 
transfer learning further refines the model's 
performance by adapting it to handball-specific data, 
enabling it to specialize in detecting players, the ball, 
and pertinent elements within the game. Leveraging 
YOLOv8's real-time processing and multi-scale 
analysis further improves recognition accuracy, 
particularly in scenarios characterized by occlusion, 
rapid motion, and varying player appearances. ii) As 
a result, this integrated method yields a 
comprehensive handball recognition system that 
offers real-time insights into player movements, ball 
dynamics, and game strategies, ultimately enriching 
coaching strategies, player performance assessment, 
and viewer engagement in the realm of handball as 
shown in Figure. 11. 

Figure 11. Active Player Detection using    CNN-Y8+TL 

In this paper, the novel approach of 
employing the CNN based YOLOv8 pre-trained 
model in conjunction with transfer learning 
techniques for enhanced handball recognition. The 
YOLOv8 architecture's advanced capabilities are 
harnessed to address existing gaps in player tracking, 
ball trajectory prediction, and complex player 
interactions. Through transfer learning, the model is 
fine-tuned using handball-specific data, enabling 
adaptation and specialization in identifying players, 
the ball, and key elements. The method leverages 
YOLOv8's real-time processing and multi-scale 
analysis to improve accuracy in dynamic game 
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scenarios, overcoming challenges like occlusion and 
rapid motion. By integrating the YOLOv8 pre-
trained model with transfer learning, this approach 
showcases a promising advancement in achieving 
comprehensive and efficient handball recognition, 
significantly enhancing insights into player 
dynamics, ball movement, and overall gameplay. 
The fusion of YOLOv8 with transfer learning 
involves leveraging YOLOv8's   pre-trained features 
for extracting object characteristics, followed by 
fine-tuning the model on handball-specific data to 
enhance its ability to recognize players, the ball, and 
other essential elements in the context of handball 
recognition.  

5. CONCLUSION 
 

In this paper, this study explored the novel 
approach of employing the CNN-based YOLOv8 
pre-trained model in conjunction with transfer 
learning techniques (CNN-Y8+TL) for enhanced 
handball recognition. Through transfer learning, the 
model has been fine-tuned using handball-specific 
data, enabling adaptation and specialization in 
identifying players, the ball, and key elements. The 
method leveraged YOLOv8's real-time processing 
and multi-scale analysis to improve accuracy in 
dynamic game scenarios, overcoming challenges 
like occlusion and rapid motion. By integrating the 
YOLOv8 pre-trained model with transfer learning, 
this approach showcased a promising advancement 
in achieving comprehensive and efficient handball 
recognition, significantly enhancing insights into 
player dynamics, ball movement, and overall 
gameplay. The fusion of YOLOv8 with transfer 
learning involves leveraging YOLOv8's pre-trained 
features to extract object characteristics, followed by 
fine-tuning the model on handball-specific data to 
enhance its ability to recognize players, the ball, and 
other essential elements in the context of handball 
recognition. The proposed method was thoroughly 
tested with the custom dataset using metrics such as 
sensitivity, specificity, and accuracy, and it was 
discovered that the proposed method attained better 
accuracy when compared to state-of-the-art 
methods. The results of the proposed system show a 
clear improvement over the I3D_40D [33], CNN-
DT+Y [28], Mask R-CNN[21]. The proposed 
system shows a better performance with sensitivity 
92.18%, specificity 91.13%, accuracy 93.57% and 
F-score 94.33% respectively. The proposed method 
CNN-Y8+TL is compared with I3D_40D  method, 
the average measures of sensitivity, specificity,  
accuracy, and F-score rates are 77%, 80%, 79% and 

78% respectively. The CNN-DT+Y method, the 
average measures of sensitivity, specificity,  
accuracy, and F-score rates are 63%, 87%, 74%, and 
73% respectively. In the Mask R-CNN method, the 
average measures of sensitivity, specificity, 
accuracy, and F-score rates are 76%, 98%, 76% and 
85% respectively. 

 In future work, the research will focus on 
refining the CNN-based YOLOv8 model through 
advanced transfer learning techniques to enhance its 
ability to recognize handball-specific actions, even 
in challenging conditions. Real-time recognition 
capabilities are a priority, allowing the system to 
process handball actions as they occur live. 
Scalability for larger datasets and versatility for 
multiple sports will be explored. The research also 
aims to develop user-friendly interfaces and 
advanced data augmentation techniques for 
improved performance and seamless integration. 
Collaboration with sports institutions and real-world 
deployment will continue to be central to its 
endeavors. In future directions: enhancing accuracy 
through dataset expansion, refining training 
methodologies, and exploring alternative neural 
network architectures; investigating the system's 
performance across different handball game 
scenarios, considering variations in lighting, player 
positioning, and game dynamics; and developing 
strategies to optimize the system for real-time 
deployment in dynamic, unpredictable game 
scenarios. 
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