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ABSTRACT 
 

Humans converse with each other as one of the means to interact socially. But conversation not only served 
as media of communication, but also opened several occupancies like moderators, customer services, 
master-of-ceremony, or teachers. Dialogue system is a computer program that supports spoken, text-based, 
or multimodal conversational interactions with humans with many implementations recently and only work 
in single modality, such as text. However, human understanding is not limited into single data domain, but 
it needs the collective data domain information to understand the whole surroundings which is called as 
multimodality in the field of computer science and implemented further through the concept of artificial 
intelligence called multimodal learning. Multimodal learning has been subjected in research since years ago 
to increase artificial intelligence model result, such as enhancement of speech recognition through mouth 
image and facial expression recognition based on facial and landmark textures. This paper will provide 
reference in integration of multimodal learning in dialogue system, which will be useful to negate obstacles 
present in future research. 
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1. INTRODUCTION  
 

Instinctively, humans are social beings, where 
conversations are done to interact with one another. 
Conversation is joint activity in which two or more 
participants use linguistic forms and nonverbal 
signals to communicate interactively [1]. 
Conversation itself is not only served as media of 
communication, but also opened several 
occupancies that involve around conversational 
proficiency, such as moderators, customer services, 
MC, lecturers, mentors, or teachers.  

 Recently, with the advance of technology, 
there exists a concept that tries to simulate and 
model on how human is doing conversation, namely 
dialogue systems or conversational agents. 
Dialogue system or conversational agent is a 
computer program that supports spoken, text-based, 
or multimodal conversational interactions with 
humans [2]. The application of dialogue system can 

usually in the form of applications, such as Google 
Assistant from Google, Siri from Apple, Cortana, 
and XiaoIce from Microsoft [3], or a bot in some 
instant message application. Initially, these dialogue 
systems only work in one data domain. For 
example, chatbot only understands input based on 
textual data. [4] only understands input from 
audio/speech data, and [5] only understand input 
based on textual data. However, human understand 
the information not only based on one data domain, 
but they combined multiple data domain to 
understand their surroundings. This phenomenon in 
computer science is called multimodality, and the 
concept of artificial intelligence that used multiple 
data domain for input source is called multimodal 
learning [6]. 

Multimodal learning has been conducted for 
some years ago, with focus to increase artificial 
intelligence model result. In [5], the authors 
combined features from audio and visual to enhance 
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speech recognition with cropped mouth image. In 
[7], the authors tried to increase facial expression 
recognition that combine facial textures and 
landmark features as multimodal approaches, and 
[8] which tries to take certain video segments 
through text query that combines text and image 
modalities, and many more research about 
multimodal learning in artificial intelligence. 

From our findings, the purpose of various 
research involving chatbot is to enhance the 
understanding of chatbot to user conversation or 
dialogue using numerous techniques, currently 
using only single data domain. Despite that, the 
usage of single data domain is still limited, 
particularly when the user wanted to clarify the 
context by using multiple data domain, such as 
providing pictures, audio, and even video due to its 
benefits, especially in customer service area. 

Therefore, this paper conveys information from 
numerous references, which can be beneficial for 
future research with interest in dialogue system 
field. This will create many other possibilities in 
research, such as the integration of multimodal 
learning in dialogue system and its further use 
alongside the obstacles that might present during its 
implementation. 

2. METHOD 

This research uses systematic literature review 
(SLR) methodology based on multiple references 
from international publications. Reference-
searching activity involves two main parts consist 
of research questions and inclusion-exclusion rules. 
Research questions are used to define the goals 
needed to be done in the research. To support those, 
inclusion-exclusion rules definition is done to filter 
past research for better output.  
 
2.1 Research Question 

Research questions are identified as basis for 
this publication, which is found through discussions 
by contributing authors. They also serve to filter the 
referenced papers, especially for the Related Works 
section. Based on the discussion, the research 
questions are as follows: 
 How multimodal dialogue system is 

implemented in various cases? 
 Which methods of multimodal learning 

dialogue system that are possible to be 
implemented? 

 What challenges are being faced by the 
implementation of multimodal dialogue 
system? 
 

2.2 Inclusion-Exclusion Rules 
To produce better output in this research, 

certain rules regarding the selection of references 
need to be defined. In realization of that, inclusion-
exclusion rules are made to select which papers are 
eligible to be referenced. Based on what this 
research discussed, these are inclusion-exclusion 
rules used as follows: 
 Publication from international conference and 

journal published in recent six years. In this 
case, the earliest paper should be published in 
2017. 

 Publication indexed in Google Scholar, IEEE, 
or Elsevier. 

 Publication that specifically discusses 
dialogue system and/or multimodal learning 
dialogue system. 

 
3.    RESULTS AND DISCUSSION 

This section will explain the results and 
discussion in this research. This section has four 
parts, starting with Related Works that shows the 
publications used for evaluation. It is then 
continued with Quantitative Result, Qualitative 
Result, and Discussion. 

3.1   Related Works 
This literature review involves deep analysis 

regarding papers spanning from 2017 until 2021. 
To enhance the quality in analysis of multimodal 
learning conversational dialogue system, reference-
filtering is done strictly. Referenced papers are 
taken from numerous conferences and journal 
across the world, with the summary can be seen on 
Table 1. 

 
Table 1. List of publication for analysis 

Publication Methods 
[9] Reinforcement Learning with Q-

Learning Algorithm. 
[10] Knowledge-aware Multimodal 

Dialogue (KMD) collaborated with 
HRED network. 

[11] Bidirectional Recurrent Neural 
Network (Bi-RNN) with Gated 
Recurrent Units (GRU) to encode 
textual data, VGG-16 for visual data 
encoding, and standard RNN GRU 
to generate response. 

[12] Two-way RNN, enhanced with 
attention-based Convolutional 
Neural Network (CNN) and 
processed further with multimodal 
Factorized Bilinear Pooling (MFB) 
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Publication Methods 
module. 

[13] Pre-trained BERT for textual data, 
Mel-Frequency Cepstral Coefficient 
(MFCC) for audio data, and pre-
trained Residual Network (ResNet) 
for visual data. 

[14] RNN to encode text-based utterance, 
ResNet to extract visual features, 
Multi-Layer Perceptron (MLP) with 
cross-entropy loss function to 
optimize network, and RNN to 
decode responses. 

[15] Multimodal Graph Convolutional 
Network (GCN). 

[16] Deep Averaging Network (DAN) to 
match utterances, and mini-Xception 
model based on CNN to detect 
emotions. 

[17] DST model to generate response, 
and pre-trained GPT-2 language 
model to form prediction and more 
accurate output. 

[18] Sequence-to-sequence model based 
on Transformer network to generate 
multimodal dialogue response and 
translate text to image. 

 
Currently, the literature review related to this 

research focuses only on single aspect, either 
multimodal learning [19,20] or chatbot technology 
[21–23]. From the former literatures, there is still 
no research which discusses the usage of chatbot 
technology alongside multimodal learning. 
Therefore, this paper will present various technical 
aspects not shown by any of these papers, due to 
implementation of multimodal learning in chatbot 
applications might be different than multimodal 
learning for other purposes. 

 
3.2   Quantitative Result 

The quantitative aspect shown in the section 
will consist of three parts; publication source, 
publication year of release, and modalities used in 
the publications. There are only two sources of 
publication used here, such as international 
conference and journal. In this publication, 
conference proceedings are used more than the 
journal ones, as seen on Figure 1. 

 

 
Figure 1. Statistic of publication based on the 

sources 
 

Year of release is also used in consideration 
for choosing the proper publications. For this 
publication, the earliest publication is released in 
2017 and the latest is in 2022, which statistics can 
be seen on Figure 2. 

 
Figure 2. Statistic of publication based on year of 

release 
 

In each of the publications, there is more than 
one modality used for the experiment, hence it is 
called multimodal. Text is the commonly used 
modality, where it can fit in many cases provided. 
Audio and image are also mostly used and in 
tandem with any other modalities like video and 
motion. Modalities such as video and motion are 
the least used ones in the publications cited, that is 
featured on Figure 3. 

 

 
Figure 3. Statistic of publication based on 

modalities 
 

The multimodal dialogue system can be 
implemented case-by-case in any domain. The 
common implementation of the system can be 
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found in fashion domain, where it can predict what 
kind of fashion suits the need of the user. The 
implementation is also put in retail domain with the 
same purpose, mainly in fashion and furniture 
domain. There are also many domains put for the 
implementation, which can be seen in Figure 4. 

 
Figure 4. Statistic of publication based on domain 

 
3.3   Qualitative Result 

In this section, each of the publications used in 
related works will be discussed further. This will 
cover what the publication aimed from the use of 
multimodal learning, advantage of the usage and 
the disadvantages present in the said research. 

[9] focuses on the implementation of 
multimodal system for Human-Robot interaction 
which combines task-based and chatbot-style 
dialogue inside. The system will then be used for 
entertainment purposes where it enables user to 
interact and gives responses accordingly through 
text, audio, and motion modalities for shopping 
mall domain. 

There are three main components used in the 
system, with the first one is an altered Program AB 
which implemented the chatbot to suit shopping 
mall domain. Then there comes second component 
called BURLAP, a Reinforcement Learning 
framework that uses standard Q-Learning algorithm 
[24] to train agent using a simulated user. The third 
component used in the system is IrisTK [25] which 
integrates the subsystems and handles speech 
recognition and speech synthesis. 

The system is then evaluated in comparison 
with the chat-based and task-based version of the 
system. The hybrid system managed to get higher 
average reward and it can produce longer dialogues 
with real users, which made the system more 
engaging. 

[10] implements knowledge-aware 
multimodal dialogue system which aims to provide 
special consideration to the semantics and domain 
knowledge does not present in any text-based 
dialogue systems. The dialogue system is used in 
fashion domain with the usage of text and image 
modalities to give more interactive responses. 

The system used knowledge-aware 
multimodal dialogue (KMD) which is collaborated 
with HRED network. There are three main things in 
the system, such as Taxonomy-based Visual 
Semantic Learning, Domain Knowledge 
embedding, and End-to-end Reinforcement 
Learning [26]. The system is then experimented 
with various dataset of fashion domain. 

Based on the experiments done in said 
publication, KMD gives the most satisfying and 
accurate result than any dialogue systems being 
experimented. While KMD only gives performance 
of almost 70% at average in text response, it excels 
better in image response experiment with 
performance reaching 97% compared to other 
dialogue system that topped only at 93% in the 
same testing. 

[11] discusses the creation of baseline model 
for multimodal dialogue system in fashion domain. 
The publication also explains the hierarchical 
approach to text and image data, which then creates 
new dataset that can be used publicly. The research 
then continues with the usage of multimodal 
encoder-decoder. 

The method starts with data collection that is 
helped by fashion expert to make sample 
conversations which consist of text and image. For 
the classification task, the system uses multimodal 
encoder-decoder. In text-only utterance, it is 
encoded through Bidirectional Recurrent Neural 
Network (Bi-RNN) model enhanced with Gated 
Recurrent Unit (GRU) cells [27]. In image-only 
utterance, it uses FC6 from VGGNet-16 [28] as 
encoder. For multimodal utterance, it concatenates 
the encoding process from two prior utterances. For 
decoding purpose, the standard RNN GRU cells are 
used to generate responses. 

The experiment will then put two multimodal 
Hierarchical Encoder Decoder (HRED) to test, one 
with basic architecture and the other one with 
attention layer put in the network. Those models are 
put in test with unimodal baseline HRED for each 
task. From the result of experiment below, it can be 
inferred that multimodal HRED performs well in 
text-based task, while multimodal HRED with 
attention layer gives the best performance in all 
versions. 

[12] continues with the focus of multimodal 
dialogue system that is guided by user attention. 
The system is made to give more appropriate 
response per user’s requests, integrating it with text 
and image modalities present in retail and fashion 
domain. It will also be compared with other similar 
systems based on previous publications. 
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The system in the publication uses two-way 
Recurrent Neural Network (RNN) model which is 
applied in interaction between user and chatbot. To 
perform text-based task, the model is reinforced 
with attention mechanism based on Convolutional 
Neural Network (CNN) [24] that puts text as input 
and produces more attentive text feature. On the 
other hand, image-based task is processed with 
CNN model and continued with taxonomy-based 
combined tree that is given more weight on textual 
features. After that, the two features are processed 
deeper through multimodal Factorized Bilinear 
Pooling (MFB) [29] to produce utterance vector. 
The experiment will compare the proposed system 
with various similar systems, such as unimodal 
SEQ2SEQ [30], unimodal HRED, multimodal 
HRED with no additional layer, and knowledge-
aware multimodal dialogue system (KMD). 
Through the experiment, the proposed system 
produces the best performance in every task. The 
system is also compared individually with other 
systems and scored based on four aspects such as 
fluency, relevance, logical consistency, and 
informativeness. From the individual comparison, 
the proposed system won in every aspect and only 
pales to unimodal HRED in informativeness aspect. 

[13] also takes interest in similar research to 
identify sentiment from human behavior. To 
achieve that, the publication will focus on 
multimodal deep neural network for identifying 
opportunities when the agent should express 
positive or negative empathetic responses. It is used 
in medical segment and uses text, audio, and video 
(visual) modalities in the system, which is a fusion 
of Recurrent Neural Network (RNN). 

To train and evaluate the system, the portion 
of Distress Analysis Interview Corpus – Wizard-of-
Oz (DAIC-WOZ) [31] is used as the dataset and 
labels from Amazon Mechanical Turk (MTurk) 
[32] will be served to validate the wizard’s 
empathetic responses from former dataset. The 
proposed system consists of three main parts in 
feature extraction, with each one focuses on one 
modality. The pre-trained BERT [33] is used to 
process textual features. On the other hand, audio 
features are processed through extended Geneva 
Minimalistic Acoustic Parameter Set (eGeMAPS) 
[34] and Mel-frequency cepstral coefficients 
(MFCC) [21], which then extracted using 
OpenSMILE [35]. The visual representation is 
experimented with two different feature sets, where 
OpenFace [36] is used to extract the intensity of 
facial action units based on FACS and face 
embedding from OpenFace which uses ResNet-50. 

The experiment will then evaluate the 
proposed system on a dataset of 2185 instances of 
conversation excerpts from 186 participants. The 
result shows that the system produces moderate 
accuracy in MTurk and Wizard labels. 

[14] puts focus on representation of MAGIC, 
a multimodal dialogue system that uses adaptive 
decoder. The system has a function to produce 
proper response based on the context. The system is 
used for retail domain and centered between text 
and image modalities during usagae. MAGIC has 
various components, such as context encoder that 
implements RNN for textual-based encoding 
purposes and ResNet to extract visual features from 
certain products. To help the system understand the 
context deeper, Multi-Layer Perceptron network is 
used to predict probability distribution based on 15 
intentions from context vector produced by context 
encoder. On the other hand, cross-entropy loss 
function is used to optimize the network.  

To produce general response, the system uses 
simple RNN decoder based on general context 
vector found in multimodal dialogue dataset 
without basic knowledge. Other than that, MAGIC 
uses more knowledge-aware RNN decoder to fulfill 
its main function to produce proper response. After 
the encode-decode process, the system also embeds 
recommender which uses RNN model to combine 
visual features and other additional information. 

The experiment phase will then put MAGIC 
and other baseline models into test. It will focus on 
best image selection and textual response 
generation. The proposed MAGIC is also compared 
side by side with the baselines to test the fluency, 
relevance, logical consistency, and informativeness 
factors. Through the experiment, MAGIC excels 
the baselines, where it can produce recall of 99% 
and surpasses the Bleu [37] and Nist [38] tests in 
textual response generation. When comparing the 
proposed system with each baseline, it wins in 
almost every testing factor, except when it’s beaten 
by Hierarchical Encoder Decoder (HRED) in 
fluency factor and informativeness. 

[15] also contributes to the usage of Graph 
Convolutional Network (GCN) to create aspect-
guided multimodal dialogue system. The system 
aims to produce aspect-guided responses, which 
will provide more interactive and informative 
responses for better communication between the 
agent and the user. The research uses text and 
image modalities and focuses on cuisine domain. 

The publication focuses on two things, 
creation of Multi-domain Multimodal Dialogue 
(MDMMD) dataset [11] and the implementation of 
GCN to fulfill multimodal dialogue system guided 
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with aspect. The model combines information from 
text and image features to produce responses 
relevant to the targeted aspect. It has four main 
parts, utterance encoder that uses bidirectional 
Gated Recurrent Units (Bi-GRU) [39], image 
encoder that uses pre-trained VGG-16, context 
encoder that is present as the final hidden 
representations, and decoder which uses another 
GRU for generating the response in a sequential 
manner. 

Evaluation is done to the proposed system in 
two phases, automatic evaluation that compares the 
system with baseline models and human evaluation 
which tests fluency, relevance, aspect 
appropriateness, and domain consistency scores. In 
automatic evaluation, the proposed system excels 
every baseline with small margin. On the other 
hand, the human evaluation also bested every 
baseline in all four aspects of evaluation. 

[16] discusses about multimodal dialogue 
system in form of chatbot used for experiential 
media system. The system is put to give more 
interaction between human and computer in theater 
production, which uses text, image, audio, and 
motion modalities. 

The chatbot is built with various components 
and models, such as Natural Language Processing 
through Deep Averaging Network (DAN) [40] and 
mini-Xception model [41] based on Convolutional 
Neural Network (CNN). Those networks are 
enhanced with NVIDIA Jetson Nanos [42] to lower 
the latency of processing. The system is also 
integrated with various real mechanism in theater to 
make it more interactive for the audiences. 

Evaluation of the system is done through user 
feedbacks, when it shows the reviews are somehow 
mixed. While some users found that the experience 
of storytelling is hindered, some others felt that the 
system gives brand-new experience of enjoying 
theater. The performance of the system is also 
measured through latency, which produces good 
results in most subsystems, such as chatbot, 
sentence matching, haiku poem, and emotions. The 
biggest latency present in crowd indexing 
subsystem, where it produces latency of almost 1.5 
seconds. 

[17] focuses on different purpose, where it is 
used as a new directive for virtual assistants, and it 
enables the better processing of multimodal inputs 
than baseline Natural Language Processing models. 
The publication is specifically directed to furniture 
and fashion retail domain that uses text, image, and 
audio modalities, creating Situated Multimodal 
Conversations (SIMMC) dataset and models. 

The publication provides datasets totaling of 
~13K human-human dialogues (~169K utterances) 
collected using a multimodal Wizard-of-Oz (WoZ) 
[43] setup on two retail domains: furniture 
grounded in a shared virtual environment that uses 
text and audio data and fashion grounded in an 
evolving set of images. SIMMC model consists of 
four main parts, such as Utterance and History 
Encoder, Multimodal Fusion, Action Predictor, and 
Response Generator. Specifically, Utterance and 
History Encoder has four main encoders like 
History-Agnostic Encoder (HAE), Hierarchical 
Recurrent Encoder (HRE) [44], Memory Network 
(MN) encoder [45], and Transformer-based HAE 
(T-HAE). 

The evaluation phase pits the baseline models, 
such as TF-IDF and LSTM, with the proposed 
SIMMC models. There are two tasks done in the 
phase, first one called API Prediction and the 
second called Response Generation. API Prediction 
task is measured via accuracy, perplexity, and 
attribute accuracy, whereas Response Generation is 
measured through BLEU, recall@k (k=1,5,10), 
mean rank, and mean reciprocal rank (MRR) [46]. 
The HRE model excels in accuracy and perplexity 
during API Prediction using furniture dataset, while 
the same model won in all parameters of evaluation 
for fashion dataset. Furthermore, the HRE model 
beats every model in every measurement during 
Response Generation task, both in furniture and 
fashion dataset. 

[18] discusses the importance of 
multimodality for an intelligent conversational 
agent, which also presents multimodal dialogue 
response generation model as the main product of 
the research. The modalities used in the research is 
text and image, and the model is used for general 
domain. 

The model, which is called as Divter, consists 
of two important components such as generator of 
textual dialogue response and text-to-image 
translator. The textual dialogue response generator 
uses sequence-to-sequence model that has 24-layers 
Transformer with 1024 hidden size and 16 heads. 
On the other hand, text-to-image translator also 
uses sequence-to-sequence model with the same 
architecture as the former component, making both 
based on Transformer model. 

Automatic metrics and human judgements are 
used as the basis of variants from proposed Divter 
model, comparing it with baseline models such as 
pre-trained BERT-base [33], T5-3B [47], SCAN 
[48], and S2S-TF. The automatic evaluation itself 
focuses on four aspects: (1) Image Intent Prediction 
that will predict whether an image should be 
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produced next for the context and uses F1 metric 
based on [49]; (2) Generation of Image Description 
that uses PPL [50], BLEU [37], Rouge [51], and F1 
[52] as metric; (3) Quality of Image Generation that 
uses Frechet Inception Distance (FID) and 
Inception Score (IS) based on [53]; (4) Text 
Response Generation which uses the same metrics 
as (2). In (1), base Divter loses to T5-3B with 
difference of 2.7 F1 score. For (2), proposed Divter 
excels other baselines in every metrics. In 
evaluation (3), Divter bested every baseline, with 
Divter without joint learning scored best in FID 
metric and base Divter gives the highest score of IS 
metric. (4) shows that Divter gives stunning result 
in every metrics, especially the without joint 
learning variant and base one. 

Meanwhile, the human evaluation is done in 
two phases, where the first phase compares Divter 
with SCAN and S2S-TF through four aspects, such 
as Context Coherence, Text Fluency, Image 
Quality, and Background Consistency. The second 
phase puts two versions of Divter (pure text and 
multimodal) in comparison to DialoGPT [54]. From 
the results, Divter bested the baselines, except in 
Image Quality evaluation. On the other hand, 
Divter with pure text loses to DialoGPT with slight 
differences, while multimodal Divter beats 
DialoGPT. 

 
3.4   Discussion 

Based on the quantitative and qualitative 
results, dialogue systems and especially multimodal 
learning dialogue systems can be implemented in 
many domains. Referred in Figure 4, we can see 
that dialogue system find it place in fashion more 
than the others. Mainly because people can use the 
utility of dialogue system for fashion, such as 
information of fashion product or transactions such 
as buying or checking orders. That’s why the 
second domain position is retail, where the main 
business flow is much similar to fashion domain. 
Retail here refers to any kind of retail business, 
outside of fashion business.  

Talking about modalities being used as shown 
on Figure 3, all the paper used text as modality 
while in tandem with other modalities. Second 
modality that being used is image, therefore it can 
be said that the most popular modality pair is text-
image. This may result from the data source 
abundance. Text and image data are scattered 
around the internet or easily accessed for labelling 
or training. Figure 3 also able tell a story that the 
most popular research in multimodal dialogue 
system is enhancing the model using text and 
image-based multimodality, while the rarest 

modality pair is text-video and text-motion (video 
stream data). From here, we can say that the 
modality pair that have the most promising prospect 
to research is text-video because the scarcity of 
publication, therefore it is much easier to achieve 
novelty and state-of-the-art. 

Artificial intelligence approach from authors 
all used deep learning (DL). It also can be inferred 
that the DL used are mainly found in natural 
language processing task, such as RNN-based 
(LSTM, GRU), Transformer, and encoder-decoder 
(Seq2Seq task), and CNN-based architecture that 
used for image, such as GCN, VGG, and CNN 
itself. While all the architecture are different, the 
general idea is the same for almost all research. 
Let’s say multimodality used is text and image. DL 
used for text, let’s say Bidirectional GRU will 
extract feature from text to vector (usually the 
weight of the DL), CNN also will extract feature 
from the image data (the weight learned or the 
convolution vector after convolution layer). These 
two sources of data that has been converted to 
vector, can be used to further trained with another 
architecture for specific task (classification or 
response generation) that included in the dialogue 
management.  

Based on papers being analyzed, there are 
several challenges found. One, there is loss of 
information while combining multimodality. 
Second, there is a need to enhance model capability 
for handling case such as misclassification for 
sentiment or image captioning while handling 
image data. Third, stream of conversation. Current 
multimodal still focused on single chat from user. 
However, human sometimes send multiple chat 
bubble in one context in one stream before 
expecting reply, and there needs to be a mechanism 
to handle it. Lastly, multimodal chatbot 
performance is still being tested in specific domain 
or task. There’s a need to find out the performance 
of chatbot while handling another task to see if 
chatbot being built is general enough to be 
translated to multiple domain tasks. 

4. CONCLUSION 

Based on analysis of the publications, the 
research questions explained multimodality in 
dialogue system can be used for certain domain and 
not limited to experiment only. The example of 
implementation from the case is in retail and 
fashion retail, in which customers often ask using 
combination of text prompt, and visual image of the 
object they need to find. 

Deep learning architectures are mostly used to 
handle the multimodalities in the publications, such 
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as CNN and NLP-based variations like RNN and 
Transformer. Based on the discussions, the 
combination of modalities used played a role in the 
architecture being used. Combination of text and 
image is the most used modality, and therefore 
RNN based architecture was used to handle text 
modality and CNN based architecture was used to 
handle image modality. 

Future studies should address the challenges 
faced by current multimodal dialogue systems. The 
primary challenge in multimodal learning is 
minimizing information loss that occurs when 
combining multiple modes of data. Additionally, 
creating a more natural conversational experience 
for humans through context-aware dialogue 
systems, possibly utilizing deep learning or 
software engineering approaches, is also essential. 
These challenges hopefully provide valuable 
insights for future researchers in developing 
multimodal dialogue systems. 

Aside from that, future studies for similar 
review paper can address several aspects not 
discussed in this paper. First, the dataset can be put 
as the highlight. Second, another review can be 
focused on certain techniques, such as discussing 
state-of-the-art deep learning architecture for 
multimodal learning for chatbot.  
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