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ABSTRACT 
 

Data mining is a well-established approach for extracting crucial information from databases that employs 
the Association Rule Mining (ARM) technique. It can unearth hidden information that can help with decision-
making, financial forecasting, marketing policy, medical diagnostics, and other uses. ARM is the most widely 
used data mining approach for discovering exciting correlations and connection pattern among itemsets in 
transaction databases. This vital data can lead to the association rule, suggesting a positive trend. The 
advantageous itemset of the association's regulations is typically expressed as frequent and infrequent. There 
are two data formats in itemset mining that is horizontal and vertical. R-Eclat, or Rare Incremental 
Equivalence Class Transformation, is an example of a vertical data mining approach for an infrequent itemset. 
The R-Diffset variant, one of four R-Eclat algorithm variants, will be the focus of this study. Previous research 
has shown that the R-Diffset algorithm takes a long time to process data. Current research outcomes in 
infrequent mining techniques focus on vertical data formats. The experimental result this indicates that the 
comparison analysis for three (3) datasets that is mushroom, pumsb_star, and chess. The average performance 
in terms of the execution time of IR-Diffset is better than R-Diffset. 

Keywords: Data mining, Asscosiation Rule Mining (ARM), Infrequent itemset mining, R-Eclat algorithm, 
R-Diffset algorithm, IR-Diffset algorithm 

 
1. INTRODUCTION  
 
        Data Mining [2,39] is an established 
methodology for obtaining critical information from 
databases. It is one of the crucial roles in the 
oversized data approach for obtaining meaningful 
knowledge resulting in a complex system. The 
approach includes collaborative studies in statistics, 
machine learning, data science, and database theory. 
It aims to grasp the past or predict the future by 
studying the present data. In addition, this approach, 
also known as Knowledge Discovery in Databases 
(KDD), focuses on finding patterns in databases, 
resulting in an association rule that may disclose 
important information. Some common patterns are 
found in the databases, such as clusters, sets of items, 
trends, and outliers [1,29]. There are two major tasks 
in data mining that is predictive and descriptive. For 
the predictive task, it strives to compute the predicted 
value of one feature based on the value of another 
feature using techniques like statistics, 
categorization, regression, and forecasting. Then, 

descriptive task it generates patterns (clusters, 
correlations, anomalies, and trends) to extract the 
database's underlying relationships. The techniques 
used in descriptive tasks include clustering, 
summarizing, association rules, pattern detecting, 
and sequence discovery. There are two types of 
itemset mining in the database that is frequent and 
infrequent. From the records of the previous studies, 
in frequent itemset mining, there are three well-
known algorithms: Apriori [2, 3], FP-Growth [4], 
and Eclat [5]. This research focuses on the vertical 
format by looking deeper into the equivalence class 
transformation (Eclat) algorithm [5]. Tidset, Diffset, 
Sortdiffset, and Postdiffset are four extension 
variations introduced in Eclat.  In 2018, Jusoh et al. 
[6,7] introduced the R-Eclat algorithm, particularly 
useful for mining infrequent itemsets. This algorithm 
is based on the infrequent itemsets mining Eclat [8–
10]. The current R-Eclat algorithm contains four 
variations [6,7,38], which result in poor sequential 
processing performance. This poor performance 
motivates the development of IR-Diffset, which will 
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employ an incremental approach for infrequent 
itemsets mining. Currently, Man et.al [37] has 
introduced IR-Eclat where experimentation is done 
on disease dataset. The result shows that there is a 
big contrast between the performance of R-Eclat and 
IR-Eclat. Experimentally, this research compared the 
runtime processing between R-Diffset and IR-
Diffset. The arrangement of the remainder of the 
work is as follows: The second section of this study 
introduces infrequent itemset mining; the third 
section describes the Eclat and R-Eclat algorithms on 
the diffset structure; the fourth section demonstrates 
the IR-Diffset technique; the fifth section describes 
the incremental approach; and the sixth section 
concludes the analysis. 

 
2. INFREQUENT ITEMSET MINING 

        The concepts usually come from massive 
databases, which are seen as data mines containing 
valuable information by using association rule 
techniques [40].  In 1994, Agrawal R. et al. [3] 
presented association rule mining (ARM) for the 
first time. Databases and data mining communities 
are essential components for data mining 
approaches. ARM aims to determine whether there 
are frequent patterns or itemsets (collections of one 
or more items) in databases. If any, a relationship 
between these frequent itemsets (itemsets with 
support higher than or equal to a min_supp criterion) 
can reveal a new pattern analysis for subsequent 
decision-making. Association rules are if-then-else 
expressions that establish specific associations 
between unrelated relational databases or other types 
of information storage.  it is classified as a set of 
items if s i𝑡𝑒𝑚𝑠𝑒𝑡𝑠 = {𝑖1, 𝑖2, …, 𝑖n 𝑓𝑜𝑟 |𝑛| > 0}. D 
refers to a transaction database. T ⊆ Itemsets is a set 
of items simplified by transaction, T. Tid is a distinct 
identifier issued to each D transaction. For the 
transaction, T, the association rule has the form of X 
⊆ Y for the transaction database T, where X 
represents the preceding component, and the 
subsequent component of the rule represented by Y; 
X ⊆ I, Y ⊆ I, and X ∩ Y = ∅. The statement for 
association rule might be, "If a customer purchases a 
set of diapers, he is 80% likely also to purchase a 
bottle of milk.". If s% of the transactions in the 
transaction set D contains both X and Y, the rule X 
⇒Y the transaction holds support s. If there are c% 
of D transactions containing both X and Y, then the 
rule X⇒Y has confidence c in the D transaction. The 
following is an illustration of the support-confidence 
framework: 

 

 

a) The X ⇒ Y rule is supported by the portion of D 
transactions containing both X and Y, where |D| is 
the count of entries in a database. 

  

 

b) The confidence of rule X ⇒ Y refers to the 
fraction of transactions in D which contains both X 
and Y.  

The "Strong rules" are association rules that satisfy 
the minimal confidence (min_ conf) threshold, 
where min_conf and min_supp are user-specified 
values. [11]. It is deemed interesting if a rule meets 
both the min_supp and min_conf standards [12– 15]. 
A rule is considered as frequent if its support equals 
or exceeds a particular integer, known as the 
minimum support threshold (min_supp). However, 
the rule is considered as infrequent if its support is 
equal to or lower than the minimum support 
(min_supp) criterion and meets the maximum 
confidence (max_conf) criterion.  
 
3.     ECLAT AND R-ECLAT ALGORITHM 
 
        Zaki et al. introduced the Equivalence Class 
Transformation (Eclat) approach [8]. This approach 
includes four (4) variants, each with its own 
structure: Tidset [8], Diffset [19], Sortdiffset [20], 
and Postdiffset [21,22]. It represents databases using 
depth-first search (DFS) with a vertical layout; a 
collection of transaction IDs (referred to as a tidset) 
represents each item in the databases, including the 
item [16]. The Eclat algorithm's primary technique 
intersects the transactions-IDs (Tids) list.  
        As proposed by Apriori [17,18], the most 
commonly itemset mining algorithms that uses a 
breadth-first search (BFS) and the downward closure 
property. However, utilizing tidsets does not require 
counting support, as the size of the tidset is its 
support. The Eclat principal operation is intersecting 
tidsets; hence, the amount of tidsets is the crucial 
factor determining the Eclat operating time and 
memory use. The larger the tidsets, the more time 
and memory are required. Eclat utilizes bottom-up 
search as well as prefix-based equivalence relations. 
It lists out all of the frequent itemsets [8, 23]. The 
two most important phases are candidate creation 

(1) 

(2) 
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and trimming. During the candidate creation 
process, two frequent (k-1) itemsets generated one k-
itemset candidate. The candidate's support will be 
deleted if it falls below the threshold. Otherwise, 
frequent itemsets will be used to produce (k+1) 
itemsets. Eclat vertical layout facilitates counting 
assistance [24]. depth-first searching (DFS) starts 
with frequent itemset in the item base, then 2-
itemsets from 1-itemsets, 3-itemsets from two 
itemsets, and so on. R-Eclat (Rare Equivalence Class 
Transformation) [1,22,37] is offered as a result, with 
an emphasis on infrequent itemset mining in a vast 
database. It runs on the same principles as Eclat, with 
minor algorithm modifications. Support counting, 
which finds the support of each k-itemset by 
intersecting tid-lists of its k-1 subsets, is a crucial 
component of a rapid R-Eclat. 
        In a basic concept of this algorithm, let B be the 
universe of an item, where B = {𝑖1, 𝑖2, . . ., 𝑖𝑚}, and 
m > 0 signifies the number of m items in a collection 
of literals. If a set 𝑋 = {𝑖1, . . ., 𝑖𝑘} ⊆ B has k-items, 
it is termed an itemset or a k-itemset. 𝑇𝑖 = (𝑡𝑖𝑑, 𝐼) is 
a transaction over B, where T𝑖𝑑 represents a 
transaction identification, and I signify an itemset. A 
transaction 𝑇𝑖 = (𝑡𝑖𝑑, 𝐼) supports an itemset 𝑋 ⊆ B if 
𝑋 ⊆ 𝐼. A database for transactions T is a collection 
of transactions over B. A tidset of an itemset X in T 
is a set of transaction IDs in T that support X, where 
(support, 𝑋) = {𝑡𝑖𝑑 | (𝑡𝑖𝑑, 𝐼) ∈ 𝑇, 𝑋 ⊆ 𝐼}. The 
cardinality of an itemset X in 𝑇 is the number of 
transactions that include 𝑇, where (support, 𝑋) = 
|(𝑋)|. Figure 1 depicts the R-ECLAT structure 
model. 

 
Figure 1: R-Eclat Model 

 
        Association Rules (ARs) are the most essential 
concepts in Data Mining. There are three (3) classic 
algorithms that are widely used in the main ARM 
namely Apriori, FP-Growth, and Eclat. So, for the 

first step, we solely look on the Eclat algorithm. The 
Eclat algorithm is only used for frequent itemset 
mining. The second step, R-Eclat is introduced in 
infrequent itemset mining. However, R-Eclat is only 
used in infrequent itemset mining. Meanwhile, in R-
Eclat there are four (4) variants which are similar to 
Eclat which has four (4) variants also, but for R it 
signifies that it changes all its pseudocodes. The R-
Eclat algorithm modifies the four preceding Eclat 
variants to ensure they are appropriate for mining an 
infrequent itemset. R-Diffset, R-Tidset, R-
Sortdiffset, and R-Postdiffset [6,7,38] are the newly 
improve forms of the R-Eclat algorithm, where R 
signifies rare. R-Tidset indicates the size of tidsets 
and performs vertical intersection of tidlist. R-
Diffset, on the other hand, maintains a record of 
differences between tidsets, making the intersection 
quicker and using fewer data. R-Sortdiffset is a 
hybrid between R-Diffset and R-Tidset. Diffset is 
arranged downward, whereas Tidset is arranged 
ascending. The last variation, R-Postdiffset, is a 
mixture of R-Diffset and R-Tidset that outperforms 
the others. In this study, we solely look at the R-
Diffset variant, which R-Diffset is to modify its 
pseudocode with an element incremental approach 
in R-Diffset named as Incremental R-Diffset (IR-
Diffset). This incremental approach is proposed to 
overcome the limitations in extracting infrequent 
itemsets via sequential processing. Figure 2 depicts 
the topology of keywords for this research. 

Figure 2: Topology of Research Background 
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3.1     R-Diffset Variant 
 

  As the R-Diffset variation records the 
tidset's differences, the intersection is faster and 
consumes lesser memory. The R-Diffset technique, 
a variation of the Eclat method, employs the 'diffset' 
structure rather than the 'tidset' structure. Zaki M. J. 
et al. [19] suggested an R-Diffset (different set or 
diffset), in which the authors describe an itemset by 
tids that exist in the tidset of its prefix but not in its 
tidsets. In other words, diffset is simply the 
difference between two tidsets, such as the itemsets 
tidset and its prefix. These distinctions are passed 
down from a node to its offspring, beginning at the 
root. The diffset minimizes the attributes of sets 
representing itemsets, leading to a 
quicker intersection and less memory consumption.  
 

Figure 3: Diffsets Illustration 
 
According to Trieu T. A. et al. [25], an equivalence 
class with the prefix P is expected to contain X and 
Y itemsets. Let (X) represent the tidset of X and d(X) 
represent the diffset of X. When utilizing the tidset 
format, we will have t(PX) and t(PY) accessible in 
the equivalence class, and to obtain t(PXY), we 
check the cardinality of 𝑡(𝑃𝑋) ∩ 𝑡(𝑃𝑌) = 𝑡(𝑃𝑋𝑌). 
When we use the diffset variant, we get (PX) instead 
of t(PX), and 𝑑(𝑃𝑋) = 𝑡(𝑃) − 𝑡(𝑋), which is the set of 
tids in t(P) but not in t(X). Likewise, we have (𝑃𝑌) = 
(𝑃) – 𝑡(𝑌).   

 

Figure 4: Diffset between itemset A and B 
 
 

As a result, it is PX's support rather than the size of 
its diffset. According to the definition of (PX), |(𝑃𝑋)| 
= |𝑡(𝑃)| − |𝑡(𝑃) − 𝑡(𝑋)| = |𝑡(𝑃)| − |𝑑(𝑃𝑋)|. To put it 

another way, sup(𝑃𝑋) = 𝑠𝑢𝑝(𝑃) − |𝑑(𝑃𝑋)|. Figure 3 
shows how Trieu et al. [9] diffsets explain this 
formula. As a result, the frequency of occurrences 
(support) of PX does not constitute to diffset in size 
as in Figure 4. 
        To utilize the diffset variation, first convert the 
initial transaction database in a vertical arrangement 
to the diffset variant, where the diffset of items are 
sets of tids for transactions that do not include in 
these items. This method is deduced from the 
definition of diffset; the initial transaction database 
in the vertical layout is equivalent to the prefix P = 
{}. Hence, the tidset of P includes all tids, all 
transactions contain, and the diffset of an item is 𝑑(𝑖) 
= 𝑡(𝑃) − 𝑡(𝑖), which is a set of tids whose transactions 
do not include items. We created all itemsets with 
associated diffsets and supported from the initial 
equivalence class.  Figure 5 show pseudocode for R-
Diffset that used in data infrequent itemset mining.  

 
Figure 5: Pseudocode for R-Diffset 

 
        The approach that we apply to minimizes the 
attributes of sets representing itemsets, leading to a 
quicker intersection and less memory consumption 
in R-Diffset. Line number 6 show that 
(support<=min_support) where support determines 
how often a rule is applicable to a given dataset. A 
rule is frequent if its support is equal to or greater 
than the given integer called minimum support 
threshold (min_supp). The rules which satisfy the 
minimum confidence (min_conf) threshold is called 
strong rule and both min_supp and min_conf are 
user-specified values [41]. An association rule is 
considered interesting if it satisfies both min_supp 
and min_conf thresholds. In contrast situation, a rule 
can be infrequent if its support is equal to or lower 
than the minimum support (min_supp) threshold and 
satisfies maximum confidence (max_conf). Support 
and confidence are the basic evaluation measure of 
interestingness in association rule mining. This step 
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is different from others pseudocode variants where 
mostly applied by R-Diffset. 

Figure 6: Diffsets for itemset counting 
 
        The R-Diffset variation outperforms the tidset 
option concerning speed and memory utilization, 
particularly in dense databases. If the database is 
sparse, the benefits of tidsets are lost. In 2003, Zaki 
et al. [9] suggest to use the tidset variant at the start 
of the sparse database and later switching to the 
diffset variant when the switching condition is met. 
In the case of dense datasets, it is better to start with 
the diffset variant. However, because diffset is 
typically an order of magnitude smaller than tidsets, 
starting with the tidset variation when dealing with 
sparse datasets before shifting to the diffset variant 
for subsequent phases is preferable. Consider the 
itemset 𝑃𝑋𝑌 in a new class, 𝑃𝑋, which may be stored 
in either tidset (𝑃𝑋𝑌)) or diffset (𝑃𝑋𝑌). The 
reduction ratio, 𝑟 = (𝑃𝑋𝑌) / (𝑃𝑋𝑌). To be 
advantageous, diffsets must have a reduction ratio of 
at least one. That is 𝑟 ≥ 1 or (𝑃𝑋𝑌) / (𝑃𝑋𝑌) ≥ 1 Since 
(𝑃𝑋) – (𝑃𝑌) = 𝑡(𝑃𝑋) – 𝑡(𝑃𝑋𝑌), we obtain 𝑡(𝑃𝑋𝑌) / 
(𝑡(𝑃𝑋) – 𝑡(𝑃𝑋𝑌)) ≥ 1. If we divide by (𝑃𝑋𝑌), so 1 / 
((𝑃𝑋) / 𝑡(𝑃𝑋𝑌) – 1) ≥ 1. After simplification, the 
results will be (𝑃𝑋) / (𝑃𝑋𝑌) ≤ 2. In other words, the 
authors discover that switching to a diffset variation 
is preferable if 𝑃𝑋𝑌 support is at least half that of 
𝑃𝑋. Empirically it is advisable to utilize diffset from 
length 2-itemsets onwards [9], [25]. However, if the 
reduction ratio is less than 1, switch to the diffset 
starting at three itemsets. As more itemsets are 
discovered, the diffset data structure compresses the 
database rapidly. In comparison to other approaches, 
the diffsets method is flexible. Figure 6 indicates that 
the tidset database requires more space in memory to 
hold 23 Tids than the diffset database, which only 
requires 7 Tids. 
 
 
 
 

 
 
4.     IR-DIFFSET ALGORITHM 
 
        This research will introduce an incremental 
approach to improve the current R-Diffset, it named 
as Incremental R-Diffset (IR-Diffset). This approach 
is modified by using the standard Eclat [34] and R-
Eclat [35] additional algorithms.  This initiative 
serves for enhancement in the incremental approach. 
This technique is also used in the variance of the R-
Diffset algorithm [36, 37]. The IR-Diffset algorithm 
is developed to solve the drawback of time 
consumption in infrequent itemset mining. The 
incremental approach is introduced as 
complementary to R-Diffset in order to ensure this 
process becomes more efficient in lessen time. 

Figure 7 shows the IR-Diffset model. 
 

 
Figure 7: IR-Diffset Model 

 
       Our approach is to increment the itemset from 
R-Eclat as our based model. The main steps in R-
Eclat over the dataset are listed as follows: 

        Support counting, which finds the support of 
each k-itemset by intersecting tid-lists of its k-1 
subsets, is a crucial component of a rapid R-ECLAT. 
The first step is repeated until no candidate itemsets 
can be generated. In second step is the IR-Diffset 

differs from ECLAT in that a new diffset is 
developed instead of a new tidset. After that, the 
minimum support threshold value (MSTV) was 
considered as a benchmark to detect low occurrences 
in each data set. In [40], MSTV is determined in 
terms of percentage, 
 
where:  = User specified minimum support value  
             β = Total of records in datasets. 
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Figure 8: Pseudocode for IR-Diffset 
 
        Figure 8 depicts the step-by-step action for the 
pseudocode of IR-Diffset. In the pseudocode, the 
term "min_supp" refers to the minimum support 
threshold value, which is expressed as a percentage 
after the user-specified value is divided by 100 and 
multiplied by the total number of rows (records) in 
each dataset. While, the MSTV anyway is the 
benchmark to determine the occurrence of 
infrequent itemsets in the database hence the support 
counting for every process is constant. Begin with 
the first loop in each loop, and if the support is less 
than or equal to min_supp, (support <= min_supp) 
and then getting the diffset intersection in incremetal 
approach R-Diffset (IR-Diffset). Then, the diffset 
value between kth column and kth + 1 column will be 
encountered and save to db. Then specific criteria 
are met, such as: 
 

i. Rather than utilizing intersection, IR-
Diffset obtains the result of Diffset 
(difference intersection set) between the k2 
and kth+1 columns and stores it in the 
database. 

 
 
5.     THE INCREMENTAL APPROACH 
 
        An incremental approach is used to calculate 
the execution time of each process in the transaction 
with (adding row) or in a number of itemsets with 
(adding column). The incremental approach is 
advantageous for dynamic database which subject to 
addition or deletion of items or record of transaction 
in the database. The process of this model is 
executed in solely sequential order. Sequential 
processing implies that one process must be 
completed before the next starts. In this study, the 
benchmark dataset will be processed using 
sequential processing. Assume the dataset has 1000 
rows of records; this model will analyze all records 

once before moving on to the subsequent datasets. 
Nonetheless, the issue is the amount of time required 
to complete the mining process on a large dataset, as 
well as the size of the memory space required. In 
these instances, an incremental process is a 
promising option for improving execution time and 
memory utilization on a vast dataset. An algorithm 
is also deemed efficient if it requires little execution 
time and memory. The different implementations of 
the variants and may differ in their effectiveness. 
The Association Rule Mining (ARM) approach may 
be used to assess the algorithm's performance across 
all R-Eclat variants. Figure 9 depicts the physical 
design of the incremental approach 

Figure 9: Physical Design of Incremental 
Approach 

 
 
6.     RESULT AND DISCUSSION 

 
        All studies are carried out on an HP Notepad 
with an Intel ® Core TM ® i7-3520M CPU running 
at 2.90 GHz and 8GB of RAM running Windows 10 
64-bit. Open-source software is used to implement 
the algorithm development software standard. 
MySQL (version 5.6.25 - MySQL community server 
(GPL)) for our database server, Apache/2.4.16 
(Win32) OpenSSL/1.0.1i PHP/5.6.11 for our web 
server, PHP as a programming language, and 
phpMyAdmin with (version 4.8.4) to manage 
MySQL via the Web are all included in the package. 
This study employed four datasets from the dense 
categories; Mushroom, Pumsb_star, Chess. The 
benchmark datasets were collected in their raw form 
from the Frequent Itemset Mining Dataset 
Repository (http://fimi.ua.ac.be/data/). The 
benchmark is also converted into Structured Query 
Language (SQL)  
format to make things easier. Table 1 summarises the 
attributes of each dataset.  
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Table 1: Dataset Attributes. 

 
        To facilitate and accelerate research, we limited 
datasets to a thousand rows of randomly processed 
item sets for mining purposes. Our research is 
focused on R-Diffset and IR-Diffset. Figure 10 
depicts the performance assessment graph in terms 
of execution time (in seconds) for three (3) datasets: 
mushroom, pumsb_star, and chess. For the R-
Diffset, the chess dataset displayed a very high 
performance in terms of execution time that is 
(419.08 second), compared to the mushroom dataset 
(229.26 second), the pumsb_star dataset displayed a 
performance in terms of the execution time of the 
which very lowest that is (219.96 second). After that, 
for the IR-Diffset anyway, the performance in terms 
of execution time for the chess dataset is very high 
that is (127.69 second), compared to another dataset 
that is the mushroom dataset (74.36 second), 
pumsb_star dataset displayed a performance in terms 
of the execution time of the which very lowest that 
is (71.15 second). Thus, among three (3) dataset that 
is mushroom, pumsb_star, and chess, the average 
performance in terms of the execution time of IR – 
Diffset is better than R – Diffset. 
 

Figure 10: Performance on R-Diffset and IR-Diffset 
in mushroom, pumsb_star, and chess 

 
7.    CONCLUSION 

 
        In this research, we studied the variants 
associated with R-Diffset that employs infrequent 
itemsets mining. According to the previous study, 

the execution time of data processing in the R-
Diffset method is time-consuming. This study 
presents a modify algorithm that is an incremental 
approach in R-Diffset named as Incremental R-
Diffset (IR-Diffset) which is an additional strategy 
to improve the current R-Diffset to reduce the 
disadvantage of time consumption in infrequent 
itemsets mining. This strategy also offers a novel 
alternative for speeding up processing time in 
infrequent itemsets mining, particularly in large 
datasets. 
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