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ABSTRACT 
 

In digital image processing, feature extraction is an important task to obtain crucial information about the 
characteristics of the image. One of the feature extractions that can be analyzed is texture feature extraction. 
Grey-level Co-occurrence Matrix (GLCM) is a texture feature extraction method that uses statistical 
approaches and has been proven to be the strongest descriptor for data classification. Many parameters in 
GLCM can be used as texture feature extraction values, but some parameters are often used in research, 
namely ASM, Contrast, IDM, and Correlation. This study will combine several commonly used GLCM 
parameters with Energy and Dissimilarity parameters. The combination of these GLCM parameters will be 
implemented to classify the types of portobello and shiitake mushrooms K-Nearest Neighbor (K-NN) 
algorithm as a classification method. Based on several models that have been constructed, the best 
performance is achieved when the model is built using 6 parameters, which results in an accuracy of 97%. 
This accuracy was obtained by testing the system using a confusion matrix with several experiments based 
on the constructed model and the predetermined K value. 

Keywords: Grey level Co-occurrence Matrix, K-Nearest Neighbor, Fungal, Confusion Matrix 
 
1. INTRODUCTION  
 

Computer vision technology is used in the field of 
digital image processing to teach students about 
digital image processing techniques [1]. The method 
of feature extraction in image processing is crucial 
for obtaining crucial data about the attributes of the 
image. Texture feature extraction is one of the 
feature extractions that can be examined [2]. One 
technique for statistical texture analysis is the grey-
level co-occurrence matrix (GLCM), in which the 
texture features are taken from the co-occurrence 
matrix using various statistical methods. Only a few 
parameters are suggested by Heralick to obtain 
GLCM features, but there are parameter values in 
GLCM texture feature extraction. 

Numerous studies use various parameters that are 
frequently applied with varied degrees of precision. 
These variables include ASM, Contrast, IDM, and 
Correlation, among others. However, certain studies 
that take into account additional factors, such as 
energy and dissimilarity, result in higher accuracy. A 
study by [3] that attempted to use energy, contrast, 
entropy, and homogeneity (IDM) as GLCM 

parameters to detect melasma in facial images 
achieved an accuracy of 98%. A study by [4] that 
combined the extraction of dissimilarity, correlation, 
and contrast features to detect potholes and asphalt 
roads has demonstrated that dissimilarity has good 
performance with an accuracy of 91.707%. 

Several GLCM parameters will result in feature 
extraction values that can be used for classification. 
According to earlier research, the KNN algorithm 
performs rather well in classification. For instance, 
the study by [5] titled Identification of Orchid Types 
demonstrates that the KNN algorithm has a 
respectable success rate with an accuracy of 88.75% 
in the classification of meat types it was used in. 
With the best-case scenario with k = 1 and k = 5, the 
GLCM Method and the KNN Algorithm produce 
80% accuracy. Additionally, [6] found that using the 
KNN method throughout the clustering phase to 
predict student graduation produced an accuracy of 
85.15%. 

The two GLCM parameters of energy and 
dissimilarity were added to the previously frequently 
used parameters of ASM, contrast, IDM, and 
correlation in this study. This study will use the K-
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Nearest Neighbor (KNN) algorithm in addition to the 
addition of two additional factors to classify different 
varieties of portabello and shiitake mushrooms based 
on their texture and color. The goal of the parameter 
and algorithm combination is to determine the 
GLCM's best accuracy. The purpose of this research 
is to find the best results from several combinations 
of methods that have been previously planned and 
then tested. In this research, there is a calculation of 
the extraction of texture feature characteristics 
including ASM, Contrast, IDM, Correlation, Energy, 
and Dissimilarity, which have been planned for 
combination. The classification is built using several 
GLCM Models that are combined and designed with 
the calculation of each feature extraction that is 
averaged and implemented for classification. The 
combination models designed include; Model 1 is a 
combination built with the calculation of 4 feature 
extractions namely ASM, contrast, IDM, and 
correlation, Model 2 is a combination built with the 
calculation of 5 feature extractions namely ASM, 
contrast, IDM, correlation, and energy, Model 3 is a 
combination built with the calculation of 5 feature 
extractions ASM, contrast, IDM, correlation, and 
dissimilarity, the last is Model 4 built using 6 feature 
extractions namely ASM, contrast, IDM, correlation, 
energy, and dissimilarity. Not included in this study 
are image data used not with various conditions only 
using the same conditions, namely the same distance 
and lighting conditions (which have been provided 
by researchers), not using image data other than 
portabello and shitake mushroom image data, not 
including other classification results other than 
portabello and shitake mushroom types, comparison 
methods are 4 GLCM models that have been 
designed, not using other methods, not using labels 
other than portabello mushroom and shitake 
mushroom labels.  

Texture feature extraction is one of the widely 
used methods, from some literature there are several 
texture feature extractions that have good results, one 
of which is GLCM, in GLCM texture feature 
extraction there are many quantities but only a few 
are often used. Literature screening is done from the 
beginning of the field selection, namely intelligent 
systems that are specific to digital images, and then 
the selection of classification topics. In the field of 
classification there are methods and algorithms that 
can be used, from many methods the author chose to 
use the GLCM method and the KNN algorithm with 
the focus of comparison by building several methods 
of extracting texture features from GLCM. Previous 
research only focused on classification performance 
using one method without any comparison. 
performance using a method without any 

comparison and did not include a clear clear reasons 
for choosing an aspect for the classification. In In this 
research, the author clearly writes that the 4 
comparison models as aspects to be implemented 
into the classification of objects that will produce the 
best model value, where the best model is the one 
that is used for classification. produce the best model 
value, where the best model can be used to classify 
an image object. to classify an image object. 

2. METHODS 

The study approach, including the steps taken to 
create the system implementation of the K-Nearest 
Neighbor Algorithm and the Gray Level Co-
Occurance Matrix Method in Mushroom Type 
Classification, is described in this section. Figure 1 
illustrates the phases of the investigation. 

  

 
Figure 1: Research Flow  

 
2.1 Data Collection 

Interviews, observations, and a sampling of 
picture data were the three stages of the data-
collecting approach in this study. Literature reviews, 
research-related papers, journals, books, and articles 
that explore the GLCM method and object 
categorization using the KNN algorithm were the 
subject of literature reviews. Observation, the author 
conducted observation by visiting PT Volva 
Indonesia, a site for mushroom cultivation, on July 
30, 2022, to observe the different types of 
mushrooms in person and learn about the variations 
in mushroom cultivation methods that contribute to 
the significance of identifying each type of 
mushroom. Interview, on July 30, 2022, an interview 
was held at PT Volva Indonesia to gather 
information regarding the study's intended use of the 
data. A direct interview with Mr. Sardjito, a member 
of the PT Volva Indonesia staff who is in charge of 
overseeing and managing the mushroom growth in 
that location, was used to gather information. 
Sampling image data, data was collected by 
photographing mushrooms with an iPhone 11 Pro 
Max smartphone camera at a resolution of 3024 × 
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4032 pixels and ring light illumination. 248 samples 
of mushrooms, including 124 pictures of portabello 
mushrooms and 124 pictures of shitake mushrooms, 
were photographed. 

2.2 Pre-Processing 
The pre-processing stage involves generalizing 

the data to make the subsequent processing of the 
data simpler. Labeling, scaling, and grayscale are 
some of the preprocessing phases performed in this 
study. 

The labeling procedure involves assigning names 
to each predetermined class to all image data. The 
Shitake mushroom type has label 1, whereas 
portabello mushroom type has label 2. 

When resizing an image, the original image size 
is replaced with a predefined image size. Resize is 
utilized in this study to resize the image to a 161x181 
size to balance the image size for processing. The 
conversion of RGB values to grayscale or greyscale 
values is the final step in pre-processing. To make 
three-dimensional images easier to analyze and use 
as input images for classification, grayscale images 
must be used to reduce them to one dimension with 
the same intensity value [7]. It is necessary to 
complete the RGB calculation process before 
beginning the greyscale computation. 

The process of determining the Red, Green, and 
Blue values of each pixel, which will subsequently 
be employed in the conversion to greyscale, is used 
to extract the RGB color properties. Then, determine 
the average (mean) of all picture data, including 
training and test data that help identify objects in 
digital images. One of the parameters for 
establishing the classification of fungus uses this 
average calculation. The following formula can be 
used to calculate the mean: 

𝜇 =
ଵ

ே
∑ 𝐴𝑖ே

௧ଵ                                                    (1) 

There are various methods for converting data. The 
calculation formula employed in this study to 
convert RGB to grayscale is as follows. Greyscale is 
equal to 0.299R, 0.587G, and 0.114B. 
 
 
2.3 Gray-Level Co-occurrence Matrix-
Processing 

Calculate the likelihood of an adjacent 
association between two pixels at a specific distance 
and angular orientation to provide second-order 
statistical characteristics. The relationship between 
two pixels with distance d and direction defines each 
component of the GLCM. The purpose of the 
orientation angle function is to ascertain each pixel's 

direction of the adjacent relationship in the image 
[8].  

Figure 2: Direction for GLCM with angles of 0°, 45°, 
90°, and 135° [9]  

 
Figure 3: Example of initial determination of GLCM 

matrix based on two-pixel pairs [10] 
 
Only a few of the criteria suggested by Haralick are 
utilized to acquire GLCM features. In this study, the 
angular second moment (ASM), contrast, inverse 
different moment (IDM), and correlation are the 
only GLCM parameters used. 
1. Angular Second Moment (ASM) 
ASM is used to determine the value of image 
uniformity, which is a measure of homogeneity. The 
following is the ASM calculation: 
𝐴𝑆𝑀 = ∑i =1

L  ∑𝑗=1
L(𝐺𝐿𝐶𝑀(𝑖,𝑗)) ²       (1) 

2. Contrast 
An attribute to gauge the intensity differences in an 
image is contrast. If the intensity fluctuation in the 
image is large, the contrast value will be higher; 
conversely, if the intensity variation is low, the 
contrast value will be lower. The calculation of 
contrast is as follows: 
𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑i 𝑘2 = [∑𝑖 ∑𝑗 𝐺𝐿𝐶𝑀 (𝑖,𝑗)]      (2) 
3. IDM, or Inverse Different Moment 
When the GLCM levels are uniform, IDM is a local 
homogeneity that is high, and it is low otherwise. 
homogeneous Images will have a high IDM. The 
IDM computation is as follows: 

IDM=∑i1
L∑𝑗=1

Lீ௅஼ெ (୧,୨)

ଵା(୧,୨)మ                                          (3) 
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4. Correlation 
Correlation is a measure of linear dependence 
between gray-level values that shows the linear 
structure in the image. The following is the 
correlation calculation: 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑i =1
L  ∑𝑗=1

L(୧ିஜ୧ʼ )(୨ିஜ୨ʼ )(ୋ୐େ୑(୧,୨)) 

(஢୧ʼ஢୨ʼ ) 
    (4) 

5. Energy 
Energy is a feature used to gauge how many intensity 
pairs are present in the GLCM matrix. If the pixel 
pairings that have satisfied the co-occurrence matrix 
requirements are concentrated on a few coordinates, 
the energy value will be higher; conversely, if they 
are dispersed, the energy value will be lower. The 
calculation of energy is as follows: 
Energy √∑i =1

L  ∑𝑗=1
L(𝐺𝐿𝐶𝑀(𝑖,𝑗)) ²                        (5) 

6. Dissimilarity 
Distance between pairs of objects (pixels) in the 
region of interest is measured by dissimilarity. The 
dissimilarity calculation is as follows: 
Dissimilarity= ∑i ∑j   |i-j| p(i,j)                               (6) 
 

K- Nearest Neighbor is a supervised learning 
technique in which the majority of the nearest 
neighbor category is used to classify the new 
instance results [5]. K-NN is a classification 
technique that works well with huge amounts of data 
and is robust to noisy training data [11]. Since the 
KNN algorithm is non-parametric and the simplest 
of the numerous machine learning algorithms 
investigated [12], it can be used for any data 
distribution. 

Using previously categorized and stored training 
data, the K-NN approach is designed to categorize a 
fresh batch of objects. This algorithm is used to 
identify k groups of unclassified items in the testing 
data and then compare them to the training data that 
share the most similarities. K-NN analysis is used to 
determine how similarity measurements and the 
value of k utilized affect the system's ability to 
accurately categorize digital images. If the 
likelihood of similarity is equal, using an odd value 
for k is meant to reduce algorithm errors. Let's take 
the scenario where a meat image needs to have its 
kind determined based on information about other 
meat images that are already known. 

The closest case of the new meat image to all the 
previous meat image data is calculated to determine 
which meat image to employ. The method for 
categorizing the new meat image will be based on 
the old meat image that is closest to the new meat 
image. 

Figure 4 shows a KNN classification example 
with a value of k = 3. There are two different kinds 

of classes: class O and class X, as well as q1 and q2 
as undetermined class symbol nodes. 

 
Figure 4: Illustration of Solutions on K-NN [13] 

 
Node q1 is categorized as class O since it receives its 
three nearest neighbors, all of whom are in class O. 
Node q2 can be categorized into class X since it has 
two nearest neighbors from class X and one neighbor 
from class O. 

There are several methods, including Euclidean 
distance and Manhattan distance (city block 
distance), which are frequently used, to calculate the 
closeness distance between new data and old data 
(training data). The closeness distance between x 
and y is represented by the symbol d (x, y), where x 
is the training data and y is the test data. By adding 
together as many as n attribute values from the x and 
y data, the x and y data are calculated. 

At this point, the research findings on the method 
of obtaining architecture and the incorporation of 
portabello and shitake mushroom classification in 
the earlier-created design will be explained. Using a 
confusion matrix, this study's testing phase. Some of 
the outcomes of the study's average red, green, and 
blue values are shown below. 
 

Table 1: RGB feature extraction results. 
No Label Nilai Red Nilai Green Nilai Blue 
1. 1 17.77589

74707914
24 

13.45707870
2054508 

7.3191669
90205772 

2. 1 14.38779
46373893

8 

9.998999363
595248 

5.5513226
41199803 

3. 2 9.346040
08149182

9 

6.757757934
046054 

3.3624625
26166642 

4. 2 12.27214
50842735

98 

9.348297517
220953 

4.9992275
086955305 

By adding together the total red, green, and blue 
values and dividing them by the number of pixels, 
this average value will be utilized as a criterion to 
establish the classification of different species of 
mushrooms. An illustration of the typical value of 
red, green, and blue in mushroom imagery is shown 
in Table 1. 

The value of the outcomes of the GLCM 
calculation, as seen in Tables 2 and 3, is then shown 
in the following table. 
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Table 2: Example of Feature Extraction Value GLCM 
Label 1. 

 ASM Contr
ast 

IDM Correla
tion 

Energy Dissim
ilarity 

0 0.599
62091
21554
563 

117.6
86809
39226
525 

0.792
51484
78579
787 

0.9660
323186
385855 

0.7743
51930
42663
51 

3.4018
646408
839768 

45 0.594
99833
80353
051 

181.4
17500
00000
042 

0.786
55685
09969
901 

0.9478
596074
914373 

0.7713
61353
73461
97 

4.3910
416666
66674 

90 0.598
84648
73802
161 

137.0
31262
93995
814 

0.791
22936
69950
803 

0.9604
280271
988345 

0.7738
51721
83062
06 

3.6859
903381
64239 

135 0.595
21292
43827
213 

172.4
03888
88888
927 

0.788
16675
31737
335 

0.9504
501691
586017 

0.7715
00437
05931
97 

4.2100
694444
44454 

 
Table 3: Example of Feature Extraction Value GLCM 

Label 2. 
 ASM Cont

rast 
IDM Corre

lation 
Ener
gy 

Dissi
milari
ty 

0 0.784
05162
04242
448 

38.95
0552
4861
8785 

0.899
0096
2736
1275
3 

0.945
50521
09147
648 

0.885
46689
40306
265 

1.3219
61325
96685
2 

45 0.781
20472
66830
684 

61.96
8055
5555
5566
5 

0.894
4183
3883
4481
5 

0.913
72845
05656
678 

0.883
85786
56566
158 

1.7691
66666
66667
08 

90 0.783
64129
18454
452 

49.90
2829
5376
1202 

0.897
2132
3317
1279
7 

0.930
13920
72358
258 

0.885
23516
18894
525 

1.5175
29330
57280
55 

135 0.780
89808
06327
204 

58.99
3680
5555
5569 

0.894
5853
1804
8886
4 

0.917
86935
73207
417 

0.883
68437
84025
609 

1.6986
80555
55555
86 

The input matrix for the GLCM calculation 
procedure must be created from the image once it has 
successfully undergone pre-processing. The 
estimate in this study is based on four angles—0°, 
45°, 90°, and 135°—and an adjacent distance of 1 
pixel. The normalizing matrix is the matrix that will 
be employed in the feature extraction utilizing 
GLCM calculations. Finding the co-occurrence 
matrix yields this normalization matrix, which is 
then added to its transpose matrix to produce what is 
known as a symmetrical matrix. Each pixel is 
divided by the total number of pixels after the 
symmetrical matrix has been obtained, creating a 

normalizing matrix. The next step is to choose the 
parameter values for the GLCM feature extraction.  
Six GLCM parameters—ASM, contrast, IDM, 
correlation, energy, and dissimilarity—are 
combined in this study. 

The next step is to convert each parameter's 
average RGB value and GLCM texture feature 
extraction value into parameters that may be used to 
determine classification using K-Nearest Neighbor. 
In this study, we divided the data into training and 
test groups with a 70:30 ratio. From several 
additional split data % experiments, the percentage 
comparison of training and test data produced the 
greatest results.   

The accuracy of the KNN approach employing 
the best model and 6 parameters with various 
specified K values is demonstrated in the example 
below. The confusion matrix method was used in 
this work as a system test. The 150 pieces of 
information utilized for testing are divided into 75 
pieces for the portobello class and 75 pieces for the 
shitake class. The table below shows the test 
implementation for the best model, which uses 6 
parameters and K = 5. 

 
Table 4: Confussion Matrix Testing 

Aktual Prediksi 
Portabello Shitake 

Portabello  36 (TP) 1 (FN) 
Shitake  1 (FP)  37 (TN) 

Accuracy = 
୘୔ା୘୒

୘୔ ା ୘୒ ା ୊୔ ା ୊୒
 x 100 = 

ଷ଺ାଷ଻

ଷ଻ ା ଷ଻ ା ଵ ା ଴
 x 

100 = 97,3% 

Precision Portabello = 
୘୔

୘୔ା୊୔
 x 100 = 

ଷ଺

ଷ଺ାଵ
 x 100 = 

97,29% 

Precision Shitake = 
୘୔

୘୔ା୊୔
 x 100 = 

ଷ଻

ଷ଻ାଵ
 x 100 = 

97,36% 

Recall Portabello = 
୘୔

୘୔ା୊
   x 100 = 

ଷ଺

ଷ଺ାଵ
   x 100 = 97,29% 

Recall Shitake = 
୘୔

୘୔ା୊
   x 100 = 

ଷ଻

ଷ଻ାଵ
   x 100 = 97,36%  

From the calculation of the confusion matrix above, 
the model performance results of the portabello and 
shitake classes are obtained with an accuracy of 
97.3%, precision of 97.3%, and recall of 97.3%. 
In this research, it has succeeded in finding one 
combination model of the GLCM magnitude, 
namely in the combination model of the ASM, 
contrast, IDM, correlation, energy, and dissimilarity 
magnitudes. where in the research objectives it is 
said that the author wants to find the best model from 
several combinations of GLCM magnitudes built. 
However, with the limited image data used, this 
research has achieved its goal with the following 
evaluation: the image data used does not vary so that 
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when testing, the system built produces poor 
performance. For example, when the image data to 
be used for testing has different brightness, distance, 
and noise from the training data. 

4. CONCLUSION 

The implementation of Gray Level Co-
Occurence Matrix and K-Nearest Neighbor feature 
extraction has been demonstrated to produce good 
performance in classifying mushroom types with 
accuracy of 97%, precision of 97%, and recall of 
97%, according to the research results on the 
application of these techniques in mushroom type 
classification. The best model performance is 
obtained when the model is built using 6 Gray Level 
Co-Occurrence Matrix parameters, namely ASM, 
Contrast, IDM, Correlation, Energy, and 
Dissimilarity in the K-Nearest Neighbor method for 
mushroom type classification with an accuracy 
increase of 4% from models that are only built using 
4 models, namely ASM, Contrast, IDM, and 
Correlation, 1% from the energy combination 
model, and 5% from the dissimilarity combination 
model. Additionally, image modifications like 
rotating and adjusting brightness have a significant 
impact on how accurately the classification process 
works. 

The addition of new classes to detect classes 
other than those predetermined when testing and the 
addition of more and more varied data sets are 
suggestions for this research. It is hoped that future 
research will apply parameters to various feature 
extractions as a comparison to this research. In this 
study, testing was carried out using image data with 
different brightness and rotation conditions. Testing 
that has been done produces performance with an 
accuracy of 41.67% for testing using image data with 
different brightness conditions and an accuracy of 
58.3% for testing using image data with different 
rotation conditions from previously created training 
data. With the limitations and lack of variety of the 
training data used caused a significant change in the 
accuracy of the classification process This is because 
the system is not used to and does not recognise 
image data with different conditions. not recognise 
image data with different conditions.  

There are several shortcomings in this research 
that are expected to be an improvement for future 
research, including data that is less varied so that the 
resulting performance is not good for testing data 
with different conditions. 
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