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ABSTRACT 
 

Medical papers are being widely published currently, especially after the Coronavirus disease (COVID-19) 
pandemic. The time required to manually summarize medical papers can be decreased by applying text 
summarization approaches. It is now common practice to overcome medical text summarization challenges 
using pre-trained models such as the Bidirectional Encoder Representations from Transformers (BERT)-
base model. This paper presents a new system for summarizing medical papers based on deep learning 
techniques. In this system, we combine the -Statistic (CHI-square) feature selection technique with a 
token classification such as Part-of-Speech (POS) tagging and use the feature selection output as input to 
the pre-training BERT-base model, then apply clustering algorithms for the sentence selection process. Our 
main contribution is that our model obtained high speed and accuracy compared to previous summarization 
methods.  We performed our comprehensive experiment on the public corpus that was randomly selected 
from BioMed Central (BMC). In comparison to other models that need a lot of training time, our model's 
output has high performance and is less complex. We used the Recall-Oriented Understudy for Gisting 
Evaluation (ROUGE) metric for an evaluation process. The model results are ROUGE-1 = 0.7611, 
ROUGE-2 = 0.3205, and ROUGE-L=0.4544. 
Keywords: Text Summarization, Machine Learning, Deep Learning, Natural Language Processing, 

Feature Selection. 
 
1. INTRODUCTION  
 
The number of papers published in the medical 
field is growing every day and applying text 
summarization techniques can cut down the time 
needed to personally summarize medical papers. 
Text summarization has now been widely examined 
and put to use in numerous contexts and practical 
applications, especially in the medical field. 
Examples include summaries of COVID-19 
research publications [1], voice-based helpers, 
search engines [2], etc. The two main approaches in 
text summarization are extractive and abstractive. 
The extractive summary comes first and aims to 
extract and concatenate key passages from the 
source text. The abstractive technique focuses on 
creating fresh summaries that paraphrase the 
underlying text. 

The deep bidirectional transformers allow the 
model to learn information from right to left, and 
from left to right. Comparing the bidirectional 

models to right-to-left and left-to-right models 
reveals that bidirectional models are significantly 
more effective. The BERT model is employed as 
the pretraining of the deep bidirectional 
transformers for language understanding. 
Traditional feature selection techniques like TF-
IDF [3], TextRank [4], Mutual Information (MI) 
[5], and -Statistic (CHI-square) [6] have been 
employed to enhance BERT's performance on large 
texts. Based on an experiment in [7], chi-square 
was employed as the feature selection to enhance 
performance and condense the text while 
preserving its essential information. The condensed 
text was then entered into the BERT-base model. 
The pre-training model BERT-base [8] was 
subsequently introduced, and it has demonstrated 
outstanding performance in a multitude of Natural 
Language Processing (NLP) tasks. The multi-layer 
transformers that form the network architecture of 
BERT are instituted on multi-head self-attention 
[9]. Transformers need a lot of time and GPU 
memory to process long sequences because of their 
O( ) computational and spatial complexity, where 
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n is the length of the input sequence. As a result, 
BERT needs a lot of GPU memory to process long 
texts. In this paper, we used the extractive approach 
to summarize text by proposing a new system for 
summarizing medical papers based on deep 
learning techniques by combining the BERT-base 
model with the -Statistic (CHI-square) feature 
selection technique and POS tagging that speed up 
the execution time of summarization and obtained 
high accuracy compared to previous summarization 
methods. 
 
The following describes the structure of this paper: 
section 2 presents the related work. Section 3 
provides the methodology used to implement our 
model. Section 4 presents the evaluation of our 
study. Section 5 shows the results and discussion. 
Section 6 presents the conclusion and future work. 
 
2. RELATED WORK 

Recently, extensive studies based on machine 
learning and deep learning for text summarization 
have been presented. This section provides related 
work that employs a multitude of summarization 
techniques. Instead of sentence production for text 
summarization, most of the research focuses on 
sentence extraction. The most frequently employed 
summarization approach depends on statistical 
aspects of the text that generate extractive 
summaries. 
Wang K et al [7] proved that merging feature 
selection methods, especially the CHI-square 
method with the BERT model obtained high 
accuracy to fix the long text classification issue. 
The authors used a real-world and public dataset 
from China Telecom that was divided into 12133 
documents for training and 2599 for testing. They 
used accuracy, Precision, Recall, F1-score, and 
Hamming-loss metrics for the evaluation process. 
The result for BERT+CHI is accuracy = 0.611, 
precision= 0.589, recall= 0.611, F1-score= 0.592, 
hamming-loss= 0.389. 
Kieuvongngam et al [10] applied token 
classification such as part of speech tagging (POS) 
with pre-trained BERT and an Open-source 
Artificial Intelligence Generative Pre-trained 
Transformer - 2 (OpenAI GPT-2) models. The 
COVID-19 open research dataset was used that 
consists of 31246 articles for training and 3572 
articles for testing. They used ROUGE metrics to 
evaluate the experiment. The result of ROUGE-1 is 
0.392, ROUGE-2 is 0.159, and ROUGE-L is 0.305. 
 

Jabri et al [11] used feature selection techniques 
such as the CHI-square method to summarize text 
and then applied a Support vector machine (SVM) 
to classify the summarized text. They proved that 
using classification with chi-square achieved high 
accuracy rather than chi-square only. Eight hundred 
Arabic text documents make up the corpus. It is a 
portion of the 60913-document corpus that was 
gathered from a multitude of websites. The authors 
used precision and recall for evaluation. The model 
result is obtained as follows, precision=0.825 and 
recall= 0.808. 
Moradi et al [12] improved medical text 
summarization outcomes by combining a deep 
bidirectional language (BERT) model and a 
clustering algorithm without the need for 
computationally demanding knowledge bases or 
domain-specific pre-training. They generated a new 
corpus by randomly selecting 4000 articles from 
BioMed Central (BMC). The authors utilized the 
ROUGE metric for the evaluation process and the 
result is ROUGE-1=0.7504 and ROUGE-2=0.3312.  
Moradi [13] presented an autonomous 
summarization system by combining a clustering 
algorithm with an itemset mining algorithm that 
yields the best results. The outputs showed that a 
topic-based sentence clustering method increased 
the summary's meaningful material while reducing 
its unnecessary details. They utilized a corpus of 
four hundred scholarly biomedical papers from the 
BMC corpus as a single document. The ROUGE 
metric is utilized to evaluate the result. The 
ROUGE-1 value is 0.7345 and ROUGE-2 is 
0.3187. 
Moradi, and Nasser Ghadiri [14] created a 
summarization system by utilizing a Unified 
Medical Language System (UMLS) and then 
applied different feature selection approaches to 
identify the essential sentences in the documents. 
The authors created the dataset used in the 
experiment by randomly selecting 400 biomedical 
papers from the BMC corpus. The authors used the 
ROUGE metric for evaluation. The result of 
ROUGE-1 is 0.7288, and ROUGE-2 is 0.3143. 
Saggion [15] created a summarization tool called 
Scalable Understanding of Multilingual Media 
(SUMMA) based on the General Architecture for 
Text Engineering (GATE) platform. Moradi et al 
[12] used the SUMMA system with the BioMed 
Central corpus which consists of 4000 articles and 
utilized ROUGE in the SUMMA summarizer. The 
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result of ROUGE-1 is 0.7098, and ROUGE-2 is 
0.3022. 

Text Analytics for Law Enforcement Agencies 
(TexLexAn) [16] is a system that enhances large 
amounts of text data in different domains based on 
a linear classifier, fuzzy logic, and case-based 
reasoning. Moradi et al [12] utilized the TexLexAn 
system with the BMC dataset which consists of 
4000 articles and apply the ROUGE in the 
TexLexAn summarizer. The result of ROUGE-1 is 
0.6982, and ROUGE-2 is 0.2979. 
 
According to the previous work, we found that 
multiple feature selection strategies, including TF-
IDF, TextRank, CHI-square, and Mutual 
Information, were used by Wang et al. [7] with the 
BERT model. They demonstrated that, in 
comparison to previous feature selection strategies, 
employing the BERT model with CHI-square 
feature selection increases the performance of text 
summaries, but they did not make use of more 
recent pre-processing techniques. The BERT and 
OpenAI GPT-2 pre-trained models were employed 
by Kieuvongngam et al. [10]. The study's 
computational capacity is constrained by the use of 
the GPU rather than the DistilGPT2 version. A 
model by Jabri et al. [11] that combines SVM and 
the CHI-square feature selection technique 
produced accuracy levels that were superior to 
those obtained by CHI-square alone. The study has 
a flaw because the summary takes longer to 
execute. The main limitation of Moradi et al. work 
[12] is the rareness of available datasets with their 
gold summarization. Moradi [13] has a weakness in 
that it could be unable to capture the overall 
structure of a document, which can generate an 
unsuitable summary. Moradi, and Nasser Ghadiri 
[14] applied the generated model in a small data 
set. For less-resourced languages, Saggion's 
summarization tool [15] performed less accurately 
and with less precision due to limited training data. 
TexLexAn [16], did not utilize modern pre-
processing methods to improve the outcome and 
solve the problem of data quality and noise. 
 
 
 
3. METHODOLOGY 

Our text summarization process is divided into 
many steps: pre-processing, feature selection, 
feature extraction using a BERT-base model, 
sentence clustering, and selection. Our architecture 
is depicted in Figure 1. Each step is thoroughly 
explained in the subsections that follow. 

 
3.1. PRE-PROCESSING 

Preprocessing enhances outcomes, minimizes 
computations, and boosts speed and accuracy. 
Several preprocessing methods are employed 
in this article: tokenizers, stop words, and 
POS tagging. 
 TOKENIZERS 

Text is divided into tokens. Sentences, 
regex tokenizers, and words are the three 
main tokens found in tokenizers. Only 
words and sentence tokenizers are utilized 
in our experiment [17]. 

 STOP WORDS 
One of the preprocessing techniques that 
are most frequently utilized across many 
NLP applications is stop word removal. 
The simple idea is to exclude words that 
appear frequently throughout all the 
corpus's documents. Pronouns and 
articles are typically categorized as stop 
words. These words are not extremely 
discriminative.  

  POS TAGGING 
 POS tagging is a further crucial 
technique that needs to be used. It is the 
process of assigning various parts of 
speech to specific words inside a 
sentence. This is done at the token level, 
as opposed to phrase matching, which is 
done at the sentence or multi-word level 
[18]. 

 
3.2. FEATURE SELECTION  
It is a procedure where you can automatically 
choose the corpus features that contribute the 
prediction variable or the most to the output 
that interests you. The advantages of feature 
selection before data modeling are: 

1. Avoid overfitting as less duplicated 
data improves model performance and 
reduces the chance that decisions will 
be based on noise. 

2. Reduces training time. 

The -Statistic (CHI-Square) feature 
selection is a popular technique for choosing 
features from text data. It is a measurement of 
the discrepancy between the frequency of 
outcomes of a collection of events or 
variables that are observed and those that are 
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predicted. The chi-Square formula is 
represented in  Equation (1).  

               (1)

             
where c is degrees of freedom, O is the 
observed value(s), E is an expected value(s) 

 
3.3. BERT MODEL 

The Bidirectional Encoder Representations from 
the Transformers (BERT) model is used to 
pretraining the deep bidirectional transformers from 
the unsupervised text by working together on right 
and left context in whole layers for language 
understanding. The BERT model consists of 2 
steps; pretraining and finetuning. Throughout pre-
training, the model is trained on unsupervised data. 
During fine-tuning, the BERT model is started with 
the pre-trained parameters, then the parameters are 
fine-tuned using supervised data. BERT is a multi-

layer bidirectional Transformer encoder depending 
on Transformer. The transformer is created by 
stacking numerous encoders and decoders. 
Segment, token, and position embeddings are the 
three feature embeddings combined in the input of 
BERT. Two sentences can be distinguished using 
segment embeddings. Each word is changed into a 
fixed-dimensional vector using token embedding. 
The position information of the word is encoded 
into a feature vector through position embedding. 
There are two types of BERT; BERT-base (Layers 
= 12, Hidden size =768, Self-attention heads =12, 
Total Parameters=110 Million), and BERT-large 
(Layers = 24, Hidden size =1024, Self-attention 
heads =16, Total Parameters=340 Million). 
 
 
 

 
 

Figure 1. The proposed summarization model architecture
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3.4. SENTENCE CLUSTERING AND 
SELECTION 

We utilized the closeness of sentences in the vector 
space to determine how much of their content is 
similar. It is thought that sentences with 
neighboring vectors have some context. The 
summarizer employs clustering to group identical 
sentences according to the distance between their 
vector space representations. Through a process 
known as agglomerative hierarchical clustering, the 
summarizer creates clusters of sentences. We used a 
sentence clustering algorithm from [12]. The 
relatedness of phrases within a clustering algorithm 
can be evaluated using a multitude of measures. 
Euclidean distance and cosine similarity are often 
used to determine how strongly connected objects 
are in a vector space. These two measures cover 
different facets of vectors. In contrast to cosine 
similarity, which deals with the direction of the 
vectors or the angle between vectors, euclidean 
distance is concerned with the magnitude of the 
vectors in multiple dimensions. 
 Euclidean distance is represented in Equation (2): 

Euclidean distance (A, B) =   (2)                                      

where B={ , , …, } and A={ , , …, } 
are two vectors matching the two sentences given. 
Cosine similarity is represented in Equation (3): 

Cosine similarity (A,B) =        (3) 

                                                      
where B={ , , …, } and A={ , , …, } 
are two vectors matching the two sentences given. 
The sentence selection process chooses instructive 
sentences from each cluster to create the summary. 
Each cluster's size can serve as a sign of its 
significance. Equation (4) is used by the 
summarizer to specify the number of sentences that 
must be chosen from each cluster.  

          (4)                                                                     

where  is how many sentences the summarizer 
selects from cluster Ci for use in the summary, | 
is the size of cluster Ci, N is the total number of 
sentences that must be chosen for inclusion in the 
summary, and |D| is the total number of sentences. 
The summarizer assigns a score to each sentence 
inside each cluster based on the informativeness 
scores that Equation (4) calculated. The summarizer 
then groups the sentences, arranges them according 
to the sequence in which they appeared in the initial 
document, and creates the output summary. 
4. EVALUATION 
 
4.1. DATASET 

We conducted our research on an open-access 
publisher dataset selected from the BioMed 
Central (BMC) dataset to show the efficacy of 
our approach. Moradi et al [12] produced a 
corpus from BioMed Central (BMC) by using 
the abstracts as model summaries with 1000 
articles for training, and 3000 articles for 
testing then they added them to their new 
corpus. We used the same dataset for 
evaluating our model. As model summaries, 
abstracts are used. This size of the evaluation 
and development corpora is sufficient to 
guarantee that the results are statistically 
significant, as Lin [19] showed.  
 

4.2. EVALUATION METRICS 

We used the Recall Oriented Understudy for 
Gisting Evaluation (ROUGE) metric for the 
evaluation process [20] that automatically 
assesses the quality of a summary by 
comparing it to other gold summaries. It 
includes various measures, including ROUGE-
N. We employ ROUGE-1, ROUGE-2, and 
ROUGE-L in our evaluation. ROUGE-1 
assesses the content overlap in terms of 
common unigrams, whereas ROUGE-2 takes 
shared bigrams. ROUGE-N counts the number 
of word pairs, word sequences, and n-grams 
that overlap between the model-produced 
summary and the gold summaries created by 
the reviewers [20]. Equation (5) provides the 
ROUGE-N formula. 

 
ROUGE-N = 

  

(5) 
     

where  is a common n-grams that is 
included in an elect summary, n is a 
representation of the n-gram length such as 
ROUGE-1 and ROUGE-2, and 

 is a group of gold 
summaries. 

 
The similarity of the two sequences is 
represented by Rouge-L. It is based on a 
Longest Common Subsequence (LCS). 
The formula for the ROUGE-L metric is 
represented in Equation (6).  

ROUGE-L =   (6) 

                                                                         
where β set the value of recall and precision 
according to each other and set to a high value.  
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Equation (7) and Equation (8) represent Precision, 
and Recall respectively. 

Precision =    (7) 

 
Recall =        (8) 

 
where TP is a True Positive, FP is a False Positive 
and FN is a False Negative. 

 
4.3. LEARNING ENVIRONMENT 

 
The hardware configuration used in the 
experiments is shown in Table 1.  
 

Table 1. Hardware configuration 
Hardware Configuration 

System Windows Server 2019 

RAM 8GB 

CPU Intel(R) Xeon(R) Silver 4216 CPU 
@2.10GHz 

 
Our summarization model takes 6 days to finish 
summarization of 3000 articles while utilizing the 
same environment shown in Table 1 to run the 
BERT-based summarizer of [12], it takes more than 
60 days to summarize the same 3000 articles. So, it 
is clear that our model is more efficient according 
to the required summarization time. 
 
5. RESULTS AND DISCUSSION 

We used the optimal settings recommended by [12] 
to run our model. The compression rate was set to 

0.3 in all experiments. As a result, the size of the 
summary does not exceed 30 percent of the original 
summary [21]. The number of clusters in the 
sentence clustering algorithm is indicated by 
parameter K. Various K parameter values (between 
2 and 12) were tested. The ROUGE-1,  ROUGE-2, 
and ROUGE-L results were obtained by applying 
the BERT-base model to the full-text publications 
using the feature selection technique of CHI-square, 
Euclidean distance, cosine similarity, and 
summarized ones. We compared our model with 
the results of a related study [12] that applied the 
Euclidean distance and the cosine similarity as 
clustering algorithms and utilized different versions 
of the BERT model. 
 
The ROUGE-1 values of our model compared to 
different versions of the BERT-based summarizer  
in [12]; BERT-Base, BERT-Large, BioBERT-
PMC, BioBERT-PubMed, and BioBERT- PubMed 
+ PMC using Euclidean distance as the measure of 
the clustering algorithm is shown in Table 2. The 
top score is highlighted in bold text. 
 
 
 
 
 
 
 
 
 
 

Table 2. The ROUGE-1 values of our model compared to different versions of the BERT-based summarizer in 
[12] using Euclidean distance as the measure of the clustering algorithm 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

K Our 
model 
 

BERT-
Base  

BERT-
large 

BioBERT
- PMC 

BioBERT
- PubMed 

BioBERT- 
PubMed + 
PMC 

2 0.7611 0.7221 0.7434 0.7243 0.7269 0.7369 
3 0.7569 0.7291 0.7457 0.7308 0.7361 0.7429 
4 0.7544 0.7224 0.7507 0.7299 0.7354 0.7399 
5 0.7534 0.7205 0.7467 0.7272 0.7293 0.7398 
6 0.7516 0.7199 0.7415 0.7272 0.7276 0.7352 
7 0.7498 0.7157 0.7366 0.7187 0.7226 0.7313 

8 0.7481 0.7179 0.7334 0.7194 0.7198 0.7272 
9 0.7457 0.7146 0.7291 0.7194 0.7174 0.7273 

10 0.7430 0.7127 0.7284 0.7186 0.7162 0.7196 
11 0.7401 0.7063 0.7257 0.7186 0.7113 0.7164 
12 0.7374 0.7034 0.7203 0.7094 0.7087 0.7117 
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The ROUGE-2 values of our model compared to 
different versions of the BERT-based summarizer 
in [12]; BERT-Base, BERT-Large, BioBERT-
PMC, BioBERT-PubMed, and BioBERT- PubMed 
+ PMC using Euclidean distance as the measure of 

the clustering algorithm is shown in Table 3. The 
top score is highlighted in bold text. 
 
 

 
Table 3. The ROUGE-2 values of our model compared to different versions of the BERT-based summarizer in [12] 

using Euclidean distance as the measure of the clustering algorithm  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
The ROUGE-1 values of our model compared to 
different versions of the BERT-based summarizer 
in [12]; BERT-Base, BERT-Large, BioBERT-
PMC, BioBERT-PubMed, and BioBERT- PubMed 

+ PMC using cosine similarity as the measure of 
the clustering algorithm is shown in Table 4. The 
top score is highlighted in bold text. 

 
Table 4. The ROUGE-1 values of our model compared to different versions of the BERT-based summarizer in [12] 

using cosine similarity as the measure of the clustering algorithm  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
The ROUGE-2 values of our model compared to 
different versions of the BERT-based summarizer  
in [12]; BERT-Base, BERT-Large, BioBERT-
PMC, BioBERT-PubMed, and BioBERT- PubMed  
+ PMC using cosine similarity as the measure of 
the clustering algorithm is shown in Table 5. The 
top score is highlighted in bold text. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

K Our 
model 
 

BERT-
Base  

BERT-
large 

BioBER
T- PMC 

BioBERT- 
PubMed 

BioBERT- 
PubMed + 

PMC 

2 0.3205 0.3087 0.3264 0.3094 0.3122 0.3195 
3 0.3184 0.3133 0.3285 0.3172 0.3186 0.3265 
4 0.3134 0.3107 0.3329 0.3189 0.3187 0.3234 
5 0.3138 0.3114 0.3302 0.3138 0.3183 0.3229 
6 0.3109 0.3099 0.3249 0.3134 0.3146 0.3199 
7 0.3093 0.3075 0.3208 0.3097 0.3111 0.3170 
8 0.3085 0.3079 0.3183 0.3089 0.3074 0.3122 
9 0.3061 0.3084 0.3173 0.3099 0.3062 0.3087 

10 0.3057 0.3054 0.3137 0.3102 0.3036 0.3080 
11 0.3021 0.2990 0.3089 0.3161 0.2992 0.3027 
12 0.3010 0.2968 0.3101 0.3088 0.2995 0.3006 

K Our 
model 
 

BERT-
Base  

BERT-
large 

BioBERT
- PMC 

BioBERT- 
PubMed 

BioBERT
- PubMed 

+ PMC 
2 0.7549 0.7196 0.7328 0.7242 0.7177 0.7285 
3 0.7559 0.7169 0.7377 0.7249 0.7224 0.7328 
4 0.7559 0.7212 0.7362 0.7272 0.7268 0.7278 
5 0.7555 0.7152 0.7361 0.7212 0.7298 0.7295 
6 0.7557 0.7136 0.7299 0.7171 0.7261 0.7272 
7 0.7536 0.7107 0.7259 0.7173 0.7221 0.7224 
8 0.7561 0.7071 0.7231 0.7176 0.7207 0.7199 
9 0.7549 0.7037 0.7194 0.7119 0.7170 0.7182 

10 0.7544 0.6989 0.7173 0.7073 0.7143 0.7158 
11 0.7560 0.6953 0.7146 0.7035 0.7080 0.7126 
12 0.7561 0.6908 0.7142 0.6995 0.7033 0.7106 
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Table 5. The ROUGE-2 values of our model compared to different versions of the BERT-based summarizer in [12] 
using cosine similarity as the measure of the clustering algorithm 

 
 
 
 
 
 
 
 
 
 
 
 
 
The values of the ROUGE-L metric of our model 
using Euclidean distance and cosine similarity as 
the measure of the clustering algorithm and 
applying various K are shown in Table 6. 
 
 

Table 6. The values of ROUGE-L of our model using 
Euclidean distance and cosine similarity 

 
 
 
 
 
 
 
 
 
 
 
 
 
The comparison between our model and other 
summarization models using ROUGE-1 and 
ROUGE-2 metrics is shown in Table 7. When we 
utilized the BERT-base in our summarizer, it 
obtained a high result against all other comparison 
methods in terms of ROUGE-1 and slightly less in 
terms of ROUGE-2 compared to BERT-based 
summarizer (BERT-large), BERT-based 
summarizer (BioBERT-pubmed+pmc).   

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 7. The comparison between our model 
and other summarization models 

 

The results demonstrate that Euclidean distance is 
more appropriate and faster than cosine similarity 
to evaluate the relatedness between phrases. This 
shows that for assessing the relationship between 
phrases in this kind of contextualized 
representation, the magnitude of vectors may be 
more valuable than their direction. We used BERT-
base in our experiment, and it was combined with 
feature selection. Our model achieves higher results 
and less execution time compared to the original 
BERT-base utilized in the BERT-based summarizer 
in [12] in terms of both ROUGE-1 by 0.0354 and 
ROUGE-2 by 0.0095 evaluation metrics but when 
compared to the BERT-large and BioBERT-
PubMED+PMC models utilized in the BERT-based 
summarizer in [12], our model achieves high results 
in ROUGE-1 by 0.0107 and slightly less in 
ROUGE-2 by 0.0107. Based on the previous 

K Our 
model 
 

BERT-
Base  

BERT-
large 

BioBERT- 
PMC 

BioBERT- 
PubMed 

BioBERT- 
PubMed + 

PMC 
2 0.3158 0.3092 0.3224 0.3117 0.3095 0.3163 
3 0.3168 0.3102 0.3275 0.3131 0.3089 0.3204 
4 0.3166 0.3107 0.3249 0.3107 0.3184 0.3202 
5 0.3153 0.3068 0.3259 0.3082 0.3165 0.3199 
6 0.3151 0.3026 0.3205 0.3071 0.3157 0.3160 
7 0.3115 0.2984 0.3162 0.3008 0.3126 0.3136 
8 0.3168 0.2988 0.3127 0.3049 0.3102 0.3135 
9 0.3143 0.2968 0.3094 0.3001 0.3072 0.3099 
10 0.3144 0.2917 0.3068 0.2965 0.3056 0.3074 
11 0.3162 0.2905 0.3046 0.2954 0.2986 0.3069 
12 0.3146 0.2879 0.3018 0.2882 0.2967 0.3034 

 
K Using 

Euclidean 
distance 

Using cosine 
similarity 

2 0.4544 0.4493 
3 0.4515 0.4499 
4 0.4475 0.4495 
5 0.4476 0.4489 
6 0.4451 0.4489 
7 0.4428 0.4465 
8 0.4423 0.4494 
9 0.4403 0.4483 
10 0.4387 0.4474 
11 0.4360 0.4493 
12 0.4337 0.4487 

Summarizer ROUGE-1 ROUGE-2 
Our  Summarizer (BERT-base) 0.7611 0.3205 
BERT-based summarizer 
(BERT-large) [12] 

0.7504 0.3312 

BERT-based summarizer 
(BioBERT- PubMed +PMC)  
[22] 

0.7411 0.3228 

BERT-based summarizer 
(BioBERT-PubMed)  [22] 

0.7376 0.3203 

CIBS biomedical summarizer  
[13] 

0.7345 0.3187 

BERT-based summarizer 
(BioBERT-PMC)  [22] 

0.7309 0.3164 

Bayesian biomedical 
summarizer  [14] 

0.7288 0.3143 

BERT-based summarizer 
(BERT-base)  [12] 

0.7257 0.3110 

SUMMA  [15] 0.7098 0.3022 
TexLexAn  [16] 0.6982 0.2979 
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experiments, the BERT-Large and BioBERT- 
PubMED+PMC models are more efficient than the 
BERT-base model but need more powerful GPUs 
[9]. We applied our study for extractive 
summarization only, we will apply our model to 
abstractive summarization. Previous research 
indicates that when small values, like 2, are used 
for parameter K, the clusters may not properly 
divide words according to the context they share. 
Since the most pertinent lines from larger clusters 
still had the greatest coherence ratings, in this 
situation, the sentences of smaller clusters are 
consolidated into larger clusters and loss to be 
featured in the summary. As a result, the summary 
may contain redundant information, which would 
reduce its informative content.  
 In our model, the performance gets better when the 
coefficient K is in the interval [2,6] in the 
Euclidean distance, and between 3 and 6 or being 
[8,11,12] in cosine similarity. The performance 
begins to decrease gradually when the coefficient K 
is higher than 6 in Euclidean distance. On the 
opposite side, the ROUGE-1 increases when the K 
value increases in cosine similarity. After 
integrating the feature selection method, it selects 
the words in the most frequently used sentences in 
the document, allowing the model to focus on the 
sentences that are more important than others that 
are less important in the document. In the end, the 
results demonstrate that the number of clusters is 
large enough to allow informative sentences within 
smaller clusters to appear in the summary and small 
enough to avoid the formation of irrelevant 
sentences in the summary. This shows that 
parameter K can be crucial in balancing summaries’ 
informativeness against information redundancy. 
 
Figure 2 provides an example of our model 
summary and its gold summary presented in [23]. A 
quicker and more thorough understanding of the 
article is possible by combining this concise 
summary with the abstract. 
 
 
 
 
 
 
 
 
 
 

6. CONCLUSION AND FUTURE WORK 
 

In this paper, we provided a deep learning-based 
model for the extractive summarization of medical 
papers because the number of publications is 
growing every day in the medical field, and 
applying text summarization techniques can 
decrease the time needed to manually summarize 
medical papers. The main contribution of this study 
is to demonstrate how contextualized embeddings 
created by the BERT-Base model speed up the 
summary process and enhance medical text 
summarization performance. Also, the results show 
that when assessing the relatedness between 
phrases, Euclidean distance is more accurate and 
quicker than cosine similarity. This demonstrates 
that, in this type of contextualized representation, 
the magnitude of vectors may be more valuable 
than their direction. To better identify the most 
informative sentences and speed up our model 
execution, we combined part-of-speech (POS) 
tagging, feature selection, the BERT-base model, 
and sentence clustering techniques. We utilized the 
standard evaluation metrics ROUGE-1, ROUGE-2, 
and ROUGE-L in comparing our model with other 
models. The experiments demonstrated that our 
approach generates better outcomes than other 
summarization models while being less complex 
and faster than other methods. Our model results 
are ROUGE-1 = 0.7611, ROUGE-2 = 0.3205, and 
ROUGE-L=0.4544. 

In the future, we are going to apply our model to 
different fields other than medical papers and 
evaluate its performance. Also, we will apply our 
model to different datasets in different fields and 
domains. In addition to applying it to abstractive 
summarization. 
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Figure 2. A Comparison Between Our Model Summary and The Gold Summary In [23] 
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