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ABSTRACT

The outburst growth of technology in the academic environment and the widespread use of digital libraries have generated big scholarly data. Ranking and measuring the impact of academic papers grants higher importance to the academic environment that is required for promotions, hiring, awards, grants, scholarships, and ranking university procedures. Google Scholar ranking depends mainly on the citation count of academic papers; therefore, some papers are ranked low even if they are qualified papers. Identifying the most important articles in the field is considered a critical issue for researchers, journals, and academic institutions.

The goal of this study is to create a ranking system for big scholarly data (RBSD) that integrates network analysis based on graph analytics, citation analysis, and similarity between papers. The proposed model ranks papers based on the paper citation network to get the central papers. It also ranks authors to identify the top authors in the computer science citation network and analyzes the similarity between academic papers to get the relevancy between papers. A new methodology is proposed to rank papers based on a weighted score that considers paper information, author information, and publication venue information. The proposed model also considers the complex relationship between papers, overcoming the limitations of other ranking systems that rely only on the traditional PageRank algorithm. To produce a more accurate ranking system, our suggested model excludes authors’ self-citation and collaboration citations, which are often used by authors to increase their citation count. To evaluate the RBSD model, four real-world datasets were used: ACM, MAG, DBLP, and Scopus Elsevier, for publication venue information.

The proposed model was applied to 2,092,356 papers, with 8,024,869 citations. This was implemented using Apache Spark Grapx to accelerate the execution time for graph analysis and to explore the nature of scholarly data. The experimental results show that our proposed model outperformed the Google Scholar Ranking procedure based citation count and returns reasonable results.
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1. INTRODUCTION

Academic paper ranking system is an essential and challenging task for academic universities and institutions. It has also begun attracting greater attention in the academic environment and recommendation systems. Academic members’ promotions, awards, hiring, and scholarship procedures depend mainly on evaluating their scholars [1], [2]. Publication venue information that authors publishing their research on it has an important impact on the evaluation of their academic papers. Prestigious publication venues led to a higher weight for academic papers than the lower-ranked venue. Finding an accurate ranking system that
considers the most important criteria for academic paper ranking is required for researchers and academic institutions. Previous ranking systems have focused on ranking papers based on the traditional PageRank algorithm [3], [1], which has many limitations related to implementation complexities with a limited number of data. Also, it only relies on citation count when ranking papers. To address these issues, updated PageRank for graph distributed processing has been used. In addition, updated PageRank for parallel processing can help solve the implementation complexities. However, focusing on the citation count when ranking papers led to unfair rank for recent and qualified papers.

This study proposes a different ranking system that considers the quality of authors and publication venue information in academic paper ranking. It also considers the similarity of papers in ranking to get an accurate academic ranking system for papers. The proposed approach aims to overcome the drawbacks of previous ranking systems that mainly depend on PageRank, which ranks papers based on the citation count for a paper without any concern for authors, journals, and paper similarity information. Citation count is considered an inaccurate base for ranking because it includes self-citations and collaborator citations. In our model, we consider calculating an accurate citation count for papers and authors after removing self-and collaborators citations, author ranking based on the modified citation count using a modified version of PageRank algorithm, calculating weight for each paper that consider authors, journals, similarity information, and rank paper according to paper weight.

2. BACKGROUND

The size of Academic information generated around the World Wide Web exceeds millions of papers documented, which represents a challenge for Ranking systems, information retrieval, and big data. Considering the relevancy of the paper in ranking Big Scholarly Data (BSD) based on retrieval criteria, providing qualified ranked documents in traditional methods is considered time-consuming due to the complexity of data and its relations. The volume of research papers produced by the academic environment, digital libraries, and academic social networks is known as Big Scholarly Data (BSD). Millions of articles, authors, co-authors, citations, journals, conferences, and the intricate links between them the citation Network can represent are all part of big scholarly data [3][4]. Big scholarly data has been overgrowing due to the digital transformation in technology that makes authors publish their papers and share them via digital libraries and academic networks [5], [4].

BSD is growing vastly due to academic social networks [6] and digital libraries [4] such as ResearchGate. M.khabsa et al.[7] Estimates that the number of scholarly documents published on the public web in 2014 is 114 million scholarly documents available on the public web. In 2022, an academic social network such as ResearchGate announced on its website that they have more than 135 million publications, more than 17 million authors, and 700,000 research projects on its network. Microsoft academic in 2020 have a 241,170,095 publication document, 244,552,188 authors available on their network [8]. The semantic scholar has 206,138,656 papers for all fields of science [9]. Big data provide an ability to manage, process, and explore a large volume of data [10],[11],[12],[62],[63]. Due to the increasing size of big scholarly data, a suitable approach is needed to analyze this complex scientific data. Big data challenges represented in the five V’s make BSD an essential and vital research topic [13]. ‘Volume’ refers to the continuously growing volume of scholarly data that involves millions of authors, citations, figures, and metadata. The term ‘Velocity’ refers to the fast rate at which scholarly data is generated [12] with hundreds and thousands per day and submitted to journals and digital libraries. According to Feng et al. [5], the growing rate average of scholarly data generated in 2016 is 6.3% per year. ‘Variety’ refers to the variety of scholarly data entities [14] and the complex relationship between them that make it challenging to analyze and explore. ‘Veracity’ refers to the accuracy and quality of data that can represent scholarly data in author name duplication and disambiguation, which has a higher impact on the analysis results. The ‘value’ indicates the ability to gain essential knowledge and insights from big scholarly data gathered and combined from different data sources [5], [13].

Researchers always search for papers related to their field that satisfies their information need. However, finding the most important and relevant paper in the field is considered difficult and time-consuming, especially with the available millions of articles on the internet and in digital libraries. Information Retrieval (IR) is a process of helping users to find a document that satisfies the user information need from a vast collection of data [15]. PageRank algorithm is an IR algorithm used to rank webpages according to their importance [16]. PageRank is a popular graph processing algorithm.
that works well on graph analysis and is mostly used in ranking web pages[17],[8].

Big scholarly data is represented in the term of citation network; citation network is a graph representation of the relationship between literature citations for the connection between papers as a cite-in and cite-out. Cite-in for paper represents the incoming citations links from other papers called in graph theory in-degree. Cite-out; in citation network represents the outgoing citations for other papers that are the out-degree in graph theory. Citation network connections are used to calculate the relatedness among academic papers; two standard similarity measures are used to get the similarity between scholarly data based on the literature; bibliographic coupling and co-citation. Bibliographic coupling measures the similarity of two papers that cite the same paper, whereas co-citation measures the similarity of two papers that are cited in the same document[18],[19].

Due to the complexity of analyzing big scholarly data, the most suitable way is to use graph analysis based on graph theory. Graph theory; is a representation of data objects and their relationship between them; in the concepts of graph vertex and edge. Each data object; is represented as graph vertices or nodes, and graph edges are the relationship between vertices. Graph analysis is a suitable method to store, analyze and query big data; that has a complex interconnected relationship [20]. Graphical modeling for big data can help to understand and explore the complex relationships between data that cannot be analyzed using traditional methods due to its complex nature [21].

The advantage of using a graph is to explore and uncover the structural relationship in scholarly data and citation networks. Graph data preprocessing techniques include loading, transforming, and filtering data. It also includes graph creation, analysis, and post-processing. Several frameworks work with graph data preprocessing, among them GraphX, built on top of apache spark. Apache spark is a powerful tool for big data analytics that provides parallel processing for big scholarly data using a cluster computing system through two types of operations transformation and actions [22],[10],[23]. Apache spark combines two API components. The first low-level API includes RDD resilient distributed dataset, which is the main data structure for Apache spark. In addition, Apache spark provides fault tolerance and in-memory caching. The second component is structured APIs for a dataset, Dataframe, and SQL [24]. Spark GraphX is a spark component built on top of the spark that integrates ETL processes and data exploration through graph parallel computations in a single system [23], [25]

The proposed ranking model is constructed based on the citation network analysis to determine the most important papers and authors in the academic network, which helps to determine the top authors and top papers. The main advantage of any ranking system is to help academic members in the research field by helping them to reach the top qualified papers in their research field and help academic institutions in the promotions, awards, and scholarship procedures on fair biases. It also increases researchers’ awareness to select the qualified references that let them output qualified work and give them insights regarding the important features which led to a higher rank of their papers. Figure 1 represents the proposed framework for a big scholarly data ranking system.

3. LITERATURE REVIEW

There are many studies conducted on ranking systems. Most of them are based on search engine ranking techniques that are built based on various ranking algorithms like PageRank, CiteRank, YetRank, and NewRank [28],[29],[1]. These studies rely on the approach of internet web pages, but it has complexities with scholarly ranking due to the interrelating relationship between various entities. Several other techniques focused on recommender systems to retrieve the most relevant papers for researchers such as [30],[31],[32]. Finally, other studies focused on self-citation analysis such as [33],[34].
3.1 Studies Relaying On Ranking Systems For Scholarly Data

More studies construct ranking systems to rank academic papers; studies rely on PageRank depending on the citation count to rank papers. Recent papers consistently ranked low, even if it is qualified papers or eminent literature, regardless of the prestigious venue that was published on it. The implementation complexity for PageRank algorithm when working with a large number of data also a drawback for the algorithm. Applying PageRank algorithm through distributed computing and graph PageRank helps solve this problem with time and space complexity. CiteRank algorithm [58] has emerged based on the idea of PageRank algorithm to overcome the limitations of PageRank algorithm by considering the publication date of an academic paper [3], [16], [35]. PageRank algorithm is the foundation for Google's search engine Recommendations [16], [35]. Google's search engine recommendations are also built based on the PageRank algorithm. In addition, Google Scholar uses PageRank, which offers suggestions for all connected publications and gives each work a citation score[36],[37].

Dunaiski et al. [28] have suggested the CiteRank algorithm, which is built based on the PageRank algorithm's principle, to address the issues with PageRank. CiteRank algorithm considers the paper's publication date and the aging effect in the citation network, although this technique has issues because of time and space complexity. The YetRank algorithm was created by Hwang et al. [38] to address PageRank and CiteRank issues by taking the impact factor of the publication venue into account. The research published in a reputable journal receives a higher ranking than the paper published in a journal with a lesser reputation, but the algorithm yielded a complexity to calculate the impact factor for each publication venue per year.

T. Abdeltief. et al. [2] developed a model using the Fair Paper Ranking algorithm (FPRT), which attempts to address issues with earlier ranking techniques by considering seven critical factors into account. The seven factors that the model uses are; authors number in paper, publication year, H-index of authors, citation score, journal impact factor, and paper field and the maximum impact factor value of paper field. This study also developed a normalized impact factor to eliminate the impact factor gap between various scientific fields. However, it ignores the structural relationships in the citation network; the model also does not consider the journal information quartile and SJR, which is an essential criterion for paper ranking. The model takes the author's information into account based solely on the author's H-index, regardless of the author's rank. T. Abdeltief. Model designed to deal with a limited number of data.

An author and journal ranking model was created by M. Rathor et al. [40]. The purpose of Rathor's model is to suggest an appropriate reviewer for the submitted work based on that reviewer's field expertise. A modified version of the page rank algorithm was used to implement the journal and author ranking, and it can take self-citations from authors and journals into account. The model skipped author quality indicators like the author's h-index and the quality of his publications because author ranking depends on node weight and the number of publications the author has.

An alternative citation context article influence ranking methodology was developed by Chen et al. [41] in 2019 to overcome information redundancy in the semantic vector space and improve article retrieval. Chen converts the context of an article citation to a word vector representation using the word2vector model and natural language processing techniques. The model's objective is to enable users the capability to understand, compare article ranking outcomes, and enable them to investigate their desired paper influence. Unfortunately, other major elements, including the authors, journal, and publication venue's impact factor, have not been taken into account by the Chen model, which also neglected the influential article pattern that aids in analyzing the influence of work. The ranking systems, algorithms, benefits, and drawbacks for each technique are compared in Table 1.

3.2 Studies Relaying On Recommendation Systems For Scholarly Data

All academic researchers today have to deal with the growing number of research publications, conferences, journals, proceedings, white papers, and others. These complex relations make it difficult for researchers to find the research paper they are looking for quickly due to the information explosion, which leads to a waste of time. Big scholarly data recommendation systems can assist scholars in information filtration and finding the ideal publication for their academic research.

Da. Zhang et al. [30] proposed an approach that employs a distributed infrastructure for hardware and software to analyze large amounts of scholarly data. The system's objective was to identify relationships between papers and authors to recommend citations, identify prospective collaborators, and recommend an article to a suitable publication venue and an expert Reviewer. Da.
Zhang et al. model used a mixed and weighted metapath (MWMP) to investigate the interaction between entities in order to achieve the system goals. The shortcomings of the Da. Zhang model does not take into account the structural relationship between entities, and they also do not consider neighbor information for each object.

Jieun Son et al. [32] proposed a novel technique for a Multilevel Simultaneous Citation Network (MSCN) that aims to build a recommendation system. The approach used by Jieun incorporates citation analysis, content analysis, content filtering, and collaborative filtering techniques. The concept behind citation analysis is to examine the links that are directly cited in or mentioned by other papers for the multilevel network. The implementation of content analysis makes use of a keyword-matching procedure.

Table 1: The Advantages and Limitations of Scholarly Data Ranking Systems

<table>
<thead>
<tr>
<th>Author</th>
<th>Used Technique</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liua, Hasani, fiala</td>
<td>PageRank algorithm</td>
<td>- Uses importance and relevance to rank web pages.</td>
<td>- Performs effectively with online web pages but has many complexities with ranking papers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Used to determine the central webpage in the network.</td>
<td>- It has a lot of constraints when working on citation network with its different entities.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Performs effectively with online web pages.</td>
<td>- Rank papers based on the number of citations.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Utilized by Google Scholar to produce a list of all relevant articles.</td>
<td>- Recent papers have consistently received low Rank.</td>
</tr>
<tr>
<td>Dunaiski, Bonchi</td>
<td>CiteRank Algorithm</td>
<td>- Based on the PageRank algorithm's principle but taking into account the ageing of the citation network.</td>
<td>- Time and space complexity.</td>
</tr>
<tr>
<td>[20], [30]</td>
<td></td>
<td>- The publication date of paper has considered.</td>
<td>- More expensive.</td>
</tr>
<tr>
<td>Hwang, [31]</td>
<td>YetRank</td>
<td>- Take into account the publication venue's impact factor.</td>
<td>- Does not take into account the age of referencing articles, the impact factor of the publication venue, or the author's h-index.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Gives published papers in prestigious venues a higher ranking than those in lesser-known venues.</td>
<td>- Citations from widely read articles should be given greater weight than citations from less significant articles.</td>
</tr>
<tr>
<td>Dunaiski, [20]</td>
<td>NewRank Algorithm</td>
<td>- It significantly enhances CiteRank issues</td>
<td>- The algorithm performs well when dealing with large amounts of data, however it is not applied to enough huge amounts of academic data.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Improve the paper's initial value based on its reference list.</td>
<td>- Does not take the citation network's structural relationship into account.</td>
</tr>
<tr>
<td>Tabdelaief [32]</td>
<td>FPRT Algorithm</td>
<td>- Take into account the following seven variables: the total number of authors, publication year, author h-index, citation score, journal impact factor, paper field, and the highest possible impact factor value in the paper field.</td>
<td>- The quality of authors does not considered authors indicators such as author H-index.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- It is based on three factors, the normalized impact factor, the average h-index, and the citations factor.</td>
<td>- The ranking of authors depends on the biases of the expert’s field after taking the node weight and the number of publications into consideration.</td>
</tr>
<tr>
<td>M. Rathor [33]</td>
<td>Modified version of page rank algorithm &amp; proposed new impact factor</td>
<td>- Use author ranking to solve issues with the traditional PageRank algorithm.</td>
<td>- Impact of paper has been neglected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Assist in selecting subject-matter specialists.</td>
<td>- Ignore the publication venue information and authors information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- A new impact factor that exclude self-citations from authors and publications is being proposed.</td>
<td>- The model not suitable to deal with the massive size of BSD.</td>
</tr>
<tr>
<td>Chen et al. [34]</td>
<td>Visual analysis VAIR for citation analysis &amp; SPEAR model for ranking</td>
<td>- The model analyze article context.</td>
<td>- Impact of paper has been neglected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Improve article retrieval.</td>
<td>- Ignore the publication venue information and authors information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Reduce information redundancy.</td>
<td>- The model not suitable to deal with the massive size of BSD.</td>
</tr>
</tbody>
</table>

Jieun Son et al. [32] proposed a novel technique for a Multilevel Simultaneous Citation Network (MSCN) that aims to build a recommendation system. The approach used by Jieun incorporates citation analysis, content analysis, content filtering, and collaborative filtering techniques. The concept behind citation analysis is to examine the links that are directly cited in or mentioned by other papers for the multilevel network. The implementation of content analysis makes use of a keyword-matching procedure.
In Jieun's approach, candidate papers are chosen after computing the candidate score for each candidate paper and creating a multilevel citation network. Jieun's model needs to be improved to handle big scholarly data because it was developed using a small amount of data. The limitations of this model include the candidate's scores ignoring information for authors and journals.

3.3 Studies Relaying On Self-Citation Analysis For Scholarly Data

Faiz et al. [33] proposed a system for self-citation analysis for google scholar winner author's data to evaluate authors fairly. Faiz system considers removing self-journal citations from google scholar data. Faiz's model found that the rate of author self-citation is 2.86%, co-author citations are 3.33%, and the rate of journal self-citation is 3.95%.

According to Yurko et el. [34], a study for self-citation analysis found that self-citation is considered good practice if it is at an acceptable rate, but if it is at an excessive rate, it will be a bad practice and lead to unfair evaluation. Therefore, according to the literature [34], [33], self-citation and collaborators citations are essential aspects to consider in ranking and evaluating authors. Finally, it has been noticed that there are many limitations and challenges for previous literature, which enables us to understand that all prior ranking systems did not consider the quality of authors, the article's influential features, and the significance of academic papers. Limitations with traditional PageRank algorithm that can be solved using distributed computing and graph PageRank; help in solving this problem with time and space complexity. PageRank measures the centrality of paper compared to other papers in the network, and centrality is a measurement for potential impact ranking, not a measurement for actual impact. Due to the importance of citation count in paper and author ranking, we cannot ignore it, so we will use it as an initial step to determine the centrality rank based on citation count. To get the qualified ranking of a paper, we consider authors' information and journal information to get a weight for each paper and rank it according to the proposed weight score. On the other hand, every ranking system must take into account the information of the journal that publishes the academic article because it has an impact; on the paper's quality and ranking. In addition, the complexity of massive scholarly data, which represents time and space complexity for most ranking algorithms, is another major problem. Finally, the ranking system should consider self-author citations and collaborator citations that authors use to inflate their citation count. Our work aims to develop a new approach that can handle enormous amounts of scholarly data through distributed computing and parallel processing. Ranking academic papers based on paper information, author's quality, publication venue information, and paper relevancy.

4. PROPOSED MODEL

The proposed approach helps academic members and institutions to uncover the most
influential criteria for a qualified, accurate ranking system. It also allows researchers to get the most important paper related to their field and determine the experts. Furthermore, the proposed system helps the academic environment to evaluate the academic paper that is considered the core criteria of the award, promotions, and scholarship procedures in academic institutions. The main goal of the proposed approach is to get a qualified ranking system that considers citation network analysis and explores the complex and structural relationship between papers, authors, coauthors, and journals. The proposed approach combines the citation analysis for big scholarly data, network analysis, and similarity analysis between papers to get a qualified ranking system for academic papers based on analysis of paper information, author information, relevancy of paper, and publication venue information.

The proposed model uses big data analysis tools and techniques, which include graph analysis that helps to explore and uncover the structural and complex relationship between papers using Apache Spark Graphx due to its ability to provide distributed processing through a dataflow framework that accelerates the execution time for graph algorithms on the paper references network, authors network after that, we use the similarity analysis measures to determine the most relevant papers.

There are many steps in our proposed model, which are illustrated in figure 2. These steps will be categorized and discussed in three phases;
information to obtain a feature set for papers with journal information. This phase aims to examine paper similarity using similarity metrics for citation networks, then calculate the weight of each article to rank the paper according to its weight score based on the relevancy of the paper as in our proposed model procedure-1 and 2.

4.1 Proposed Model First Phase: Identify Central Papers And Important Authors In The Network

Our suggested approach's initial phase consists of various steps. The first step of our proposed RBSD model is to build citation networks for scholarly data; the second step is to construct an author citation network.

4.1.1 Creating Paper Citation Network

The first step of our proposed model is to create a Paper citation network using Apache Spark GraphX based on the principles of graph theory, where each node or Vertex represents a paper, and graph edges represent the relationship between papers. Graph edges are the links connecting papers that are referred to as “cites.” Each graph vertex contains paper information from our first data file. The first data file includes the Paper index, authors, affiliations, year, publication venue, reference id, and abstract. Graph property consists of two data files, Vertex and edges data as in figure 3 for vertices data and figure 4 for edges data.

As shown in Figure 3, the reference number column is represented in a list, so it needs some processing to get the list items of data to convert it into a record for each item to be suitable input for graph property data. Figure 4 represents a screenshot for edges data from Apache Spark GraphX, which consists of the source, destination, and Relationship. The source of edges data is the paper key, and the destination is the reference number. The property of graph operators includes vertex Indegree, outdegree, and vertex degree have been used to calculate the citation count for each paper where Indegree represents the cite-In and outdegree is the cite-out for each paper, as illustrated in Figure 5.

4.1.2 Creating Author Citation Network

In this step, we have created an author's citation network utilizing the ideas of graph theory. In the author's citations network, each node represents an author, edges represent the citation relationship between authors as author A cites author B, and the edges score is the number of citations between them. Analyzing the citation network for authors is used to explore the relationship between authors, which helps to identify field experts. In the authors citation network, we are dealing with a directed graph where if author A cites author B three times, it does not mean author B has the same cite out score toward author A. If the score of citations between two authors is higher, this demonstrates that they are works in the same scientific research field.

In our proposed RBSD model, we have used in-degree and out-degree to determine each author's income and outgoing citations. In the author's graph, the vertex, which has a loop relationship, represents self-referencing, and the edge score is the number of times the author cites his works.

4.2 Proposed Model Second Phase: Determine The Most Important Papers For Top Authors.

The goal of this phase; is to identify the most significant and central papers based on citation count with its qualified top authors. To identify the top authors, self and collaborator's citations have been excluded from the author's dataset, which authors utilized to inflate their citation count.

The first step of this phase; is ranking papers using PageRank algorithm that ranks papers based on citation count. Ranking authors using PageRank algorithm after removing self-citation and collaborator's citations to obtain a fair rank for authors is the second step. The third step includes...
merging two datasets for the significant papers with the qualified top authors. Finally, in the Fourth step, we filter papers for low-ranked authors to get the most significant papers for qualified authors.

4.2.1 PageRank: Paper Initial Rank Based on Citation Count (Identify Central Papers in the Network)

In this step, we are applying PageRank algorithm for paper data to rank papers based on their citation count according to their importance in the citation network. The rank of papers is considered the initial rank to determine paper centrality. PageRank is a graph-based ranking system that evaluates both a vertex’s inbound and outgoing links to assess the vertex’s relevance within the graph[16],[5]. The algorithm estimates the vertex importance in a graph by supposing that an edge from paper A to paper B signifies B's approval of vertex A’s significance. PageRank algorithm is used to find the influencers in any network, so it can be used in paper citation networks, academic networks, and social media analysis. In Big Scholarly Data, PageRank is used to assess an article's authority before ranking it according to the number of citations it has received, which is regarded as an indication of a high-quality paper. Higher PageRank values indicate that a paper is significant and has received more citations.

In this step, graph analysis theory has applied to paper datasets to process with PageRank as a graph centrality and importance analysis algorithm. The source for PageRank algorithm is a paper key, a destination is a reference number, and the relationship between source and destination is “cited” as represented in figure 4. The output of this step is ranked papers with PageRank values to determine the most significant papers.

4.2.2 Author Ranking

In authors ranking, we have made two pre-steps for PageRank algorithm; these are excluding self-author citations and removing collaborator citations as represented in figure 6.

A. Exclude Self Citation

Self-citation is a method used by authors to cite their papers. It is made by authors in a way to inflate their citation count. Self-citations are typically identified as references or citations that are made to another publication produced by the same authors or author groups. The underlying reasons or motivations for self-citations have been the subject of investigations. For instance, authors may self-cite their work as a way to increase their visibility in their field of science, or they may self-cite regularly out of egotism. Since citation counts are frequently used to gauge the quality of scholarly outputs, self-citation is occasionally viewed with suspicion, if not outright manipulation [42].

In our proposed method, we have removed self-author citations to get a fair rank for authors. We have used the relationship between the paper data file, author's dataset, and paper2author dataset, which includes the paper key and author-id, to eliminate the author's self-citations from our data that are above the normal range.

On our dataset, the procedure is as follows: first, the paper id is obtained; next, the author id is discovered from the author2paper dataset; and last, the reference number and its authors are obtained from the paper and paper2authors datasets. Next, we determine if the author-ids are equal. The total number of self-citations that are excluded from our dataset is 590221. These connections between authors have been removed from the citation relationship that represents the self-citation considered a fraudulent citation and has an excessive rate for citation count.

B. Remove Collaborator Citation

Authors typically utilize the collaborator citation to cite their collaborators' articles in other publications. Therefore, it is used for other papers published by collaborator authors. In this step, we have used author co-author dataset to explore the collaborator citation for 4,258,615 collaboration relationships.
Nowadays, many authors cite their collaborators to increase the citation count, so we explore author's collaborators and remove all incoming citations from collaborators to get a fair citation count for each author. For authors that are collaborators more than three times, all citations for each other are considered a fraudulent citation. We have analyzed collaborator's citation data, and we have observed that there are many authors that are co-authors with each other more than three times to 56 times, so we have considered co-authors who are collaborators more than three times a fake citation and we have removed it. We refer to collaborators who cited each other more than 3 times as fake citations.

The number of removed citations for collaborators is 139396, which indicates a higher number from the citation count.

C. PageRank for Author Ranking

In this step, we have used the author's dataset after eliminating author-self citations and collaborator citations from the author's data to rank authors using PageRank algorithm to get a fair ranking value for each author. Identifying Top authors is the output of this step. The outcome of this step also includes identifying Experts for each scientific field.

D. Identify the Most Important Papers for Top Authors

The initial procedure of this step implementation was employing two datasets for the most important papers based on citation count and centrality measures and the top author's dataset. The second procedure involves removing all papers for authors with lower ranks from the dataset to produce a dataset that only contains the most important papers for qualified authors. Finally, the merging procedure for the most significant paper file with top author's data files using the Pyspark SQL for joining two data files.

4.3 Proposed Model Third Phase Rank Papers According Weight Score.

This phase consists of several processes. The first step is the data merging with the journal dataset, the second step involves computing the similarity measures between papers to determine their relevancy, and the third step is calculating a score for each paper and then ranking papers according to the new weight.

4.3.1 Data Merging

This step involves joining the Scopus publication venue dataset with the top author's dataset to combine the most significant papers for those publications. The Scopus dataset includes Journal id, Title, Citation Count, SJR, and Quartile.

![Figure 7: Bibliographic Coupling Analysis](image1)

Important papers for qualified authors are produced as a result of this stage, together with venue information that is important in the paper evaluation and ranking process, as applied in all academic institutions.

4.3.2 Calculating Paper Similarity: Bibliographic Coupling, Co-Citations and Distance

A. Bibliographic coupling

Bibliographic coupling and co-citation are two similarity measures that are used to measure the similarity relationships between papers based on the literature [43],[44],[45]. Therefore, all of the relationships stated above are anticipated to reflect relationships in the similarity between scientific papers, transmitting semantic interdependence between papers.

Bibliographic coupling considers cite-out; cite-out means two papers cite other three papers together (cite-out, in graph theory out-degree). For example, in figure 7, paper A and B both cite-out other three papers these are paper-1, paper-2 and paper-3, so the bibliographic coupling strength for paper A =3 & Paper B=3. Bibliographic coupling can be calculated using equation 1 [32]. That represents that the bibliographic coupling score for
paper A and paper B is one if they are citing paper i and zero otherwise.

\[ B.C.score(A, B) = \sum_{i=1}^{n} B.C(A_i, B_i) \]

\[ B.C(A_i, B_i) = \begin{cases} 1, & \text{if paper A and paper B cites paper i} \\ 0, & \text{else} \end{cases} \]  

(1)

Bibliographic Coupling (BC) has calculated in our proposed model RBSD by getting the out neighbors for paper A and paper B, then checking the intersection between two lists and counting the bibliographic coupling score for each paper.

B. Co-Citation

Co-citation focuses on the cite-in; cite-in means that two papers are cited by other papers for example in Figure 8, three papers (in graph theory in-degree for the node). Figure 8 represent the co-citation strength for papers C & D cited together by papers 1, 2, and 3, so that the co-citation strength for paper C = 3 and paper D = 3. The calculations of the co-citation score are represented in equation 2 [32] as the co-citation score is one if papers C and D have been cited by paper i, 0 otherwise.

\[ Co.c.score(C, D) = \sum_{i=1}^{n} Co.C(C_i, D_i) \]

\[ Co.C(C_i, D_i) = \begin{cases} 1, & \text{if both papers C and D cited by paper i} \\ 0, & \text{else} \end{cases} \]  

(2)

C. Distance

In graph theory, distance is the traversing cost between pairs of vertices; it represents the number of hops between nodes or the value of the weighted relationship. Distance between papers has been calculated using graph analysis theory applied by Apache Spark Graphx. In graph analysis, we get the distance between paper vertices for the most important papers determined by PageRank as a centrality algorithm for a graph using the adjacency matrix. Distance calculation has been made using the shortest path algorithm to calculate the distance between a vertex and all other vertices in the citation graph. The shortest path algorithm is a graph pathfinding algorithm that determines the shortest path distance between two nodes represented in the number of nodes or the weighted relationship value. “Hops express the number of relationships between two nodes” [46]. For distance values, after finding the distance between papers using the shortest path algorithm, we have calculated the total distance for each paper in the graph.

The higher distance value between papers is considered an indicator that; these two papers are in different research fields, so it means that they are not related to the same research topic. On the other hand, the lower distance value between papers implies that these two papers are related and belong to the same scientific research field.

4.3.3 Calculating Paper Weight

To calculate the weight score for each paper, we combine paper information, author information, paper similarity information, and publication venue information. In the first section of this step, we represent publication venue information that has been used in the proposed ranking approach; the second section explains paper weight score calculation.

A. Publication Venue Information Used from Scopus Dataset

For publication venue information, we have considered journal SJR and journal Quartile because they are essential factors that greatly influence the paper’s evolution and ranking according to mentioned in the literature journal citation report (JCR) mainly depends on SJR and quartile. Journal SJR is a metric for evaluating the scientific impact of academic publications that takes into consideration both the volume of citations a journal receives and the standing or significance of the journals the citations are from. The SJR indicator for a journal is a numerical representation that reflects the typical weighted number of citations obtained each year for articles published in that journal over the previous three years, as indexed by Scopus. Higher SJR indicator values are intended to signify more prestigious journals. SJR is used for ranking academic journals based on citation weighting schemes and eigenvector centrality to be utilized in complicated and heterogeneous citation networks like Scopus; there is a tool called the SJR indicator[47],[48].

The Journal quartile is an important feature that affects the journal rank and determines; how prestigious a journal or less important journal is. There are many studies conducted by massy university teams that work on the importance of publication venue quartile analysis and proved that article ranking increased by higher journal quartile that publishing the article. Journal quartile is already used now in most universities to rank academic papers; also, it is used by Scopus and web of science. The quartile is a measuring parameter that evaluates the journal rank, where quartile-1 contains the highest ranked journals and quartile-4 is a category of the lowest ranked journals. Thomson Reuters journal citation report (JCR) also includes journal ranking, the top 25 %of journals in the category of Q1, the next 25% placed in Q2, the third 25% placed
in Q3, and the last category includes the fourth 25% in Q4 [49].

B. paper weight score

In this step, we have calculated paper weight according to our proposed RBSD model that can consider the citation count, the structural relationship between papers, the author citation count, h-index, Paper similarity or relevancy, and Publication venue information. Publication venue information includes SJR and journal quartile, which affects the quality and rank of the paper. In order to include author's information in our weight score for each paper, the author H-index has been employed in the calculation [50]. Author's H-index refers to the Hirsch index as the evaluation method that is used to measure an author's productivity and citation's impact on authors or academic members' levels. H-index has been used for evaluations by the three most popular bibliometric databases; these are Web of Science (Thomson Reuters), Google Scholar, and Scopus Elsevier [50], [51].

Paper weight has been calculated according to equation-3. The numerator includes the total similarity of paper which is represents the value of bibliographic coupling and co-citation, author, and journal information. Paper similarity based on citation network analysis these are bibliographic coupling and co-citation. Author information considered in paper weight is the author H-index and journal information is the journal SJR and Quartile. Paper that has many authors, we get a normalized H-Index represented as author id, author name, Affiliation, and added to our dataset. The second file for author's information in the Scopus. The dataset is divided into four files as represented in Table 2, these are paper information data, author's data, co-author relationship information, and the last file saves the relationship between papers and authors. The first data file holds the weight score for 858797 unique papers after filtering papers missing journal information in the Scopus dataset. For the journal quartile, we have given each quartile a value; quartile-1 will receive a score of 4, quartile-2 will receive a score of 3, quartile-3 will receive a score of 2, and quartile-4 will receive a score of 1.

\[
\text{Paper weight} = \frac{B.B + C.o.C + J.SJR + \text{Quartile A-index}}{\text{Distance}}
\]

Where (B.B) is the bibliographic coupling score, (C.o.C) is the co-citation value for each paper, J.SJR is the SJR value for journal.

5. EXCREMENTAL STUDY

5.1 Experimental Dataset Description

In this research, we apply our proposed model using the Aminer [52] computer science citation dataset for an academic, social network that is extracted from DBLP [53], ACM [54], and other data sources.

Table 2: Dataset Description

<table>
<thead>
<tr>
<th>Ser.</th>
<th>Dataset name</th>
<th>Description</th>
<th>Attributes</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Paper dataset</td>
<td>Paper information with its citations</td>
<td>Paper index, authors, affiliations, year</td>
<td>2,092,356 papers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>publication venue, reference id, and abstract.</td>
<td>with 8,024,869 citations</td>
</tr>
<tr>
<td>2</td>
<td>Authors dataset</td>
<td>Author's information who published the paper.</td>
<td>Author index, author name, affiliation, no.of.papers, h-index, p-index and research interests.</td>
<td>1,712,433 authors</td>
</tr>
<tr>
<td>3</td>
<td>Author co-author citation relationship.</td>
<td>Author's collaborat ors</td>
<td>Index of authors with the number of collaboration between them</td>
<td>4,258,615 collaboration relationship</td>
</tr>
<tr>
<td>4</td>
<td>Author2 paper</td>
<td>Author with it papers id's</td>
<td>The relation between author id and paper id</td>
<td>1048576</td>
</tr>
<tr>
<td>5</td>
<td>Scopus Elsevier</td>
<td>Publication venue information</td>
<td>Journal id, Tittle, citation count, SJR, Quartile</td>
<td>59345</td>
</tr>
</tbody>
</table>

The dataset is divided into four files as shown in Table 2; these are paper information data, author's data, co-author relationship information, and the last file saves the relationship between papers and authors. The first data file holds paper information data for 2,092,356 papers with 8,024,869 citation relationships, which are paper id, paper title, Authors, Author's Affiliation, publication venue, publication year, reference id, and abstract for the paper. Also we have 1000 record collected manually form the internet for academic paper data and added to our dataset. The second file for author's data includes 1,712,433 records for authors, represented as author id, author name, Affiliation, Publication Count, Citation Count, author H-Index, P-index for each author with equal A-index, P-index
with unequal A-index of this author, Research Interests for each author. The third file comprises the author collaborators relationship that is represented as an index for each author with the count number of collaborations between them for 4,712,615 collaboration relationships. Finally, the fourth file holds the relationship between authors with their published papers with 1,048,576 records. The features for the fourth data file are author-id, paper-id, and author position in each paper. Author position means if the paper has two authors, X and Y; if author x is written first and author Y second in the paper, the position of author X=1 and author Y=2 and vice versa.

Also, for publication venue information, we have used the Scopus Elsevier dataset [55] for computer science and information systems journals which includes 59345 journal information.

5.2 Experimental Data Preprocessing

Several preprocessing steps has performed to transform our dataset from an unstructured to a structured form, as represented in figure 9 for raw data and figure 3 for structured form. All duplicates in our dataset have been removed from papers and authors data files to work on unique and qualified data. Space removal for each record value in all dataset files has been made because it causes errors in reading or transforming data. All special characters or symbols that are represented in figure 3 are removed from dataset files represented as (#, %, @, *, #o, #t ). We have used dataframe and SQL for apache spark to read the data file and transform data into a structured format to be suitable for analysis. In the papers dataset, papers with no reference have been removed because it does not serve our analysis task for creating a citation network.

There are several Data preprocessing steps, including building a data pipeline that includes many tasks; each task has an output for each step that is used as input for the next stage. ETL process for Extract, transforming, and loading our data includes extracting data using Spark, loading data to Hive and transforming it using Spark then loading it to HDFS to be ready for our analysis tasks.

5. EXPERIMENTAL RESULTS AND DISCUSSION

This section outlines the findings of an experiment conducted to rank big scholarly data using the RBSD model. This section consists of three parts; the first part describes the results of central Papers in the Citation Network-Based PageRank algorithm. The second section explain results of the author’s rank, and the citation analysis for authors includes; self and collaborator citation analysis. Finally, the third section describes the results of big scholarly data ranking using RBSD.

6.1 Central Papers in the Citation Network-Based PageRank Algorithm

The identification of the central paper has made using PageRank algorithm a centrality algorithm for graph analytics. The result of this step is a list of central and significant papers. Figure 10 illustrate a sub-view of visualization for the paper citation network, demonstrating that the article with id 1016299 as a central paper has a higher number of incoming citations as an In-degree for graph analytics.

6.2 Results for Authors Citation Analysis (Self-Citation &Collaborator Citation).

Our experimental results show that self-citation and collaborative citation rates in our dataset are 56.3% and 13.3 %, respectively. This indicates that most authors rely on self-citation more than collaborative citation to increase their rank, as shown in figure 11. Collaborator citations used by authors in our dataset
are 590221 citation relationship and 139396 for the self-citation relationship.

According to the results, ranking authors without removing self and collaborative citations consider an inaccurate rank for authors. The results demonstrated that author ranking before removing self and collaborator citations, as shown in figure 12, differs from author rank after removing self and collaborative citations.

Therefore some top-qualified authors have ranked low due to using self and collaborator citations, such as an author with id 779043; before removing self and collaborator citations was given the third rank, but when removing them, he got the first rank. Figure 13 represents the author's rank after excluding self- and collaborator citations. By comparing different ranks from figure 12 and figure 13, we noticed that author 532138 ranks as the first top author, however, when we removed self and collaborator citations the same author gets the fourth rank as a fair rank for authors. Also, author 795174 got the fifth rank before filtering self and collaborator citations, but after excluding them he gets the third rank. This proved that our proposed model has a great influence on fair rank for authors that affects the award procedures for authors.

6.3 Results of Ranking System for Big Scholarly Data (RBSD)

Different experiments have been implemented to evaluate our proposed model (RBSD) capability. The proposed ranking system (RBSD) for big scholarly data has been compared with the traditional ranking systems to measure the validity of our proposed model. Other ranking procedure was applied to our dataset to rank papers based their models, including self and collaborator citations with all the paper dataset which caused implementation complexities. In performance evaluation, we have used statistical methods that are common in information retrieval to measure the performance of ranking algorithms; these methods are normalized discounted cumulative gain (NDCG) and mean reciprocal rank (MRR)[15],[56]. Normalized discounted cumulative gain is used to measure the quality of ranking system performance evaluation in information retrieval methods that are used to measure the effectiveness of web search engine ranking algorithms and related applications [57]. Two underlying assumptions govern how mean reciprocal rank operates; First, highly relevant items are more helpful when appearing in search results. Second, articles with a high degree of relevance are more helpful than those with a low degree of relevance, which is more helpful than those with no relevance.

\[
NDCG_p = \frac{DCG_p}{IDCG_p} \\
DCG_p = \sum_{i=1}^{p} \frac{2^{r(i)} - 1}{\log(1+i)} \\
IDCG_p = \sum_{i=1}^{p} \frac{1}{\log(1+i)}
\]
The total number of normalized discounted cumulative gains, obtained at rank p is represented by NDCGp as in equation-2. DCGp is the cumulative gain at a specific rank p. The recommended item's relevance value is at ranges from 0 to 1. If the system rank has efficient performance, the value will be set to 1, and 0 value indicates that the ranking system has poor performance. If the value is 1 so we have an ideal ranking. As represented in Table 3, our experimental results for NDCG values validate our proposed RBSD model and indicate a good performance of our model than google scholar ranking system relying mainly on citation count. We have compared our model with paper ranking FRPT algorithm [2], and Google scholar ranking algorithm [59], [60], [61]. The NDCG results for ranking-based google scholar ranking procedure are 0.596, FPRT 0.381, and RBSD gained 0.758 as represented in figure 14, demonstrating that our proposed RBSD model outperforms google scholar and FPRT ranking systems. Mean Reciprocal Rank MRR is commonly used in information retrieval for measuring the performance of ranking and algorithms to measure; if the system will rank the most important and relevant paper at the top rank. Equation-5 represents the calculation of MRR, where n is the number of users, and it represents the item rank.

\[
MRR = \frac{1}{n} \sum_{i=1}^{\infty} \frac{1}{\text{rank}_i}
\]

\[ (7) \]

Table 3: Performance Evaluation Comparison For RBSD Proposed Model, Google Scholar, And FPRT Ranking Systems.

<table>
<thead>
<tr>
<th>System</th>
<th>MRR</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google scholar Ranking</td>
<td>0.623</td>
<td>0.596</td>
</tr>
<tr>
<td>FPRT</td>
<td>0.425</td>
<td>0.381</td>
</tr>
<tr>
<td>The Proposed Model (RBSD)</td>
<td>0.823</td>
<td>0.758</td>
</tr>
</tbody>
</table>

Our experimental findings showed that our suggested RBSD model has a higher value than other ranking systems, as illustrated in figure 14, demonstrating its greater acceptance and superior performance. The classic ranking system’s performance achieved lower values than our model due to issues with recent papers; these papers consistently received low rankings, even though they were written by eminent authors and published in reputable journals.

MRR results for the proposed model are 0.823, FPRT ranking 0.425, and google scholar rank that depends on the incoming number of citations achieved 0.623. By comparing the performance of other systems, we have found that FPRT system has many complexities and does not have the ability to deal with the massive dataset.

![Figure 14: Performance Evaluation comparison for RBSD Proposed Model, Google Scholar, and FPRT Ranking systems](image)

Our suggested model performs well because it considers the structural relationships between papers, the relevancy of each paper, and the capability to take into account the papers, authors, and journal information used to score each paper. Figure 14 represents the higher values of MRR and NDCG for our proposed model.

6. CONCLUSION AND FUTURE WORK

The vast amount of big scholarly data that is now available on the internet as a result of digital transformation and academic and social networks presents a significant challenge for ranking algorithms in academic institutions. The earlier methods relied on the traditional PageRank algorithm, which only considers the number of citations made to academic articles, ignoring the quality of more recent studies and resulting in consistently poor rankings. Ranking systems constructed using the traditional PageRank algorithm have implementation complexities and are conducted on a limited number of dataset records. Furthermore, the state-of-art ranking systems do not consider all relationships between big scholarly data environment entities. In spite of the fact that PageRank algorithm ranks papers based on their number of citations rather than their quality, many excellent papers are neglected since they are new and do not yet have any citations. The proposed RBSD model overcomes previous approaches' limitations...
and considers the papers' authority. Authority of the paper means the credibility of the paper source and the authoritative source of authors and information.

The proposed model was conducted by considering citation network analysis, the author’s network analysis using graph theory, and the similarity of papers. In addition, publication venue information from the Scopus dataset has been considered for 59,345 journals to investigate the influence of the prestigious or low-ranked venue and found that it has a greater impact on paper ranking value. To do that, we have joined the Scopus dataset for publication venue information with DPLB and ACM paper and author datasets.

We have used a modified PageRank algorithm for parallel computing using apache spark graphX to identify the most central and significant papers in paper citation network. The modified version can handle massive amounts of data, reduce intensive computations and overcome the limitations of the traditional PageRank algorithm. Our proposed model was conducted on different datasets paper, author, co-author, and journal datasets to explore the relationship between them for 2,092,356 papers, with 8,024,869 citations.

The proposed model has suggested a fair rank for authors by excluding incoming self and collaborators author's citations. We have found that PageRank algorithm performed well in author ranking because it is more suitable for the author's data than paper ranking due to its complexities and interrelated entities that affect the paper rank and is not considered by PageRank algorithm. In addition, the rate of self and collaborators citation has been explored in the used dataset, which found 56% and 13%, respectively, indicating that authors used self-citation rather than collaborator citations to increase their citation count.

Similarity for each paper has been analysed by calculating bibliographic coupling, co-citations for each paper, and the distance between papers in the network. RBSD model ranks papers according to a weighted score for a paper that considers all the required information that affects the paper's rank.

We have compared our RBSD model with other ranking systems, and the experimental results proved that our proposed model outperforms the google scholar ranking procedure and FPRT ranking technique. The proposed model also achieves more qualified results by analyzing data from different perspectives. Paper weight has been calculated for 858,797 unique papers with their authors and journal features. The proposed model helps determine the most important papers, key authors, and field expertise. It also considers the similarity of papers in ranking and explores the effect of publication venue information in academic paper ranking. For future work, we can incorporate journal self-citations in our analysis and use other author indicators, such as the UPI index. We can also consider the analysis of co-work network between papers as well as the semantics of the paper in future studies.
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