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ABSTRACT 
 

The abundance of user usage data has gained exponential dimensions as a result of the ongoing expansion 
and spread of Web applications and Web-based systems. Web user usage extraction is used to analyze the 
browsing data and investigate the web user's visiting interests or patterns. To enhance operational 
performance, web miners must employ predictive machine learning techniques integrated with reinforced 
Markov decision process. Especially, Higher order Markov decision frameworks promise the stronger 
predictive performance and penetration than single-order Markov decision, but they have a large state 
computational complexity. As a result, a selective Markov decision framework is formulated to 
considerably increase operating efficiency and prediction accuracy.  Towards that the researchers 
introduced An Optimal Machine Learning Model Integrating with Selective Reinforced Markov Decision 
process (MLSRM). To efficiently collect and store web browsing data, the MLSRM makes use of the 
distributed HDFS-Spark parallel computing architecture. It then goes through the necessary pre-processing 
procedures to get the data ready for the Markov decision process. Later, MLSRM developed a 
reinforcement strategy to derive actionable knowledge so as to understand online user browsing habits with 
reduced state complexity and improved forecasting performance by intelligently selecting and integrating 
several Markov decision processes.  Despite of compromising the overall accuracy and proposed model 
integrity, the suggested methodology eliminates lower Markov support states, examines the awarded 
probability, and quantifies the error at each Markov state. The proposed prediction Markov decision process 
was put to several tests, and the results are reported in this article. 
Keywords: Machine Learning; Reinforce Learning; Markov Models; Web Mining; Web User Behavior; 

Spark; Hadoop; Prediction 
 
1. INTRODUCTION  
 

The scope of user activities on ubiquitous 
environment of WWW, particularly users’ 

engagement and communication on the Web, has 
increased dramatically. As a result, the amount of 
data collected in form of weblogs has significantly 
grown. Weblog mining is an emerging approach in 
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data discovery that aims to understand key patterns, 
trends, correlations in large amounts of data, find 
hidden information and to forecast user behavior. 
Estimating user purchasing activities, recognizing 
spammers and criminals, trying to improve online 
user satisfaction, foretelling user social media 
postings activities, inferring user complaint 
activities, provide smart business decisions on top-
level strategies are just a few of the practical 
applications of predicting user behavior on the web. 
However, the rapid pace of digitization in the 
mentioned applications is creating the extreme 
pressure on web scientists to provide faster and 
right decisions. To deal with these complicated 
issues, web researchers quickly turned to the 
Machine Learning paradigm to propose potential 
solutions for modelling user web usage data. 

Reinforcement Learning (RL) is a Machine 
Learning technique in which a web scientist learns 
the behavior of a web user in an interactive web 
environment by using user actions and rewards for 
its actions. The web user, also known as the agent, 
discovers which actions yield the greatest reward by 
exploiting and exploring them. The goal of 
reinforcement learning is to strike the correct 
balance between new-environment exploration and 
existing-knowledge utilization. Figure 1 depicts the 
reinforcement learning environment while 
interacting with agent through actions and rewards. 

 

Figure.  1:  Agent and Environment in RL 

The Reinforcement Learning environment is 
usually formulated mathematically using Markov 
Decision Process as it is highly suited for modelling 
user web navigation data.  Markov decision process 
is more concise, easy to understand and interpret, 
powerful, and based on well-established concepts. 
The Markov model's summarization ability is vital 
for identifying user browsing patterns, and its 
prediction ability is important for anticipating a 
user's next hyperlink option after following a 
known trail.  

To simulate a series of web user usage sessions, 
first-order Markov decision models have been 
extensively used as they can effectively deal with 
the conversion probability from first state to second 
state. In this case, each web page on the site relates 

to a state of an entity in the Markov model, and 
each of two web pages seen in order relates to a 
state of an entity conversion in Markov model. The 
conversion probability is calculated by dividing the 
number of times the entity state conversion 
occurred by the number of times the 1st state inside 
the set has been travelled. Virtual states are 
generally attached to every navigation session to 
indicate the session's begin and termination. A 
sample first order Markov decision model is 
presented in Figure 2. 

 

Figure 2:  A sample first order Markov decision model 

In a similar spirit, a second-order Markov 
decision models as depicted in Figure 3 are well 
suited to predict that the state of an entity at a given 
point in a web navigational sequence is determined 
by the states of two entities at the two positions 
before it. 

 

Figure 3:  A sample second order Markov decision model 

The consistent success rate of first and second 
order Markov models in a variety of real-world 
applications prompted researchers to look at higher 
order Markov models in the context of web usage 
mining. 

When implementing higher order Markov model, 
it can be very challenging to scale to large amount 
of web log data. Hadoop and Spark unified 
computing environment allows web researchers for 
the distributed data storage and parallelization 
efficiency. Spark Streaming is perfectly adapted for 
real-time extraction of information, since it allows 
for scalable, high-throughput, and fault-tolerant 
handling of web log data streams to generate 
qualified web browsing patterns. With this aim, an 
Optimal Machine Learning Model Integrating with 
Selective Reinforced Markov Decision process 
(MLSRM) is presented by using HDFS-Spark to 
efficiently gather and store online surfing data. 

The remaining of the present article is organized 
as follows. The literature survey in the context of 
Markov process is presented in section 2. Later, the 
proposed MLSRM work is demonstrated in detail in 
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section 3. Further, the details of experimental setup 
and results are showcased in section 4. Finally 
conclusion and future work are made in section 5.  

 

2. LITERATURE REVIEW AND 
MOTIVATIONS 
 

In web engineering, models [2, 3, 4, 5] are 
frequently used to represent and forecast crucial 
processes on the WWW, such as social networks, 
web content, and online behavior. In recent years 
Markov models [1, 6, 9] are frequently used in 
pattern recognition of Web users to demonstrate the 
stochastic and deterministic features of web usage 
processes. Thus, e-marketing successfully builds 
relationships with clients and offers them a 
customized purchasing experience to increase 
marketing effectiveness. 

Furthermore, a significant body of literature on 
the Markov technique puts up potential solutions 
for many diverse applications including power 
management [10, 23], surgical training [8,] Big 
Data Analytics [7, 24, 28], etc. While these 
applications help Markov models work more 
efficiently, prediction-based methods are still 
advised. With this as their guiding principle, the 
authors of the current study conduct a literature 
review on various aspects of Markov, with a focus 
on assessing web user navigation patterns. 

Mei Fang, Shanling Dong, and Zheng-Guang Wu 
[11] focused their research in recent years on 
nonhomogeneous Markov jump systems. They did, 
however, mainly focus on a particular filtering 
design issue for homogeneous Markov systems.  

In terms of prediction accuracy, space 
complexity, and processing time, a different group 
of scientists [12, 15] compared the advantages and 
disadvantages of lower order Markov models with 
higher order Markov models. They suggested a 
method based on variable order models to address 
the drawbacks of fixed order utilizing the kernel 
smoothing method. The authors unequivocally 
supported the necessity for future study on the 
dimensionality curse of sequencing data. 

Researchers have focused on hidden models as 
the other Markov dimension [13, 14]. They have 
actually decided to tackle the difficult and complex 
problem of nonlinear Markov jump systems, which 
characterize the nonsynchronous regulator as well 
as the stochastic quantization occurrence. Well, 
using the fuzzy method in conjunction with other 

creative techniques, they were able to solve the 
convex optimization problem to its best ability. it 
makes sense to look at the asynchronous challenge 
for more complicated systems with certain potential 
constraints at the same time. 

In a nutshell, deep learning models were used in 
the research study conducted by the authors [16, 17, 
30, 32, 33, 35] to generate numerous substantial 
contributions to extract human movement patterns 
depending on the transition probability. To reach a 
greater level of prediction accuracy, they smartly 
combined the LSTM model with Markov 
framework. The authors immediately highlighted 
that thorough analyses with other prediction models 
and the integration of more features to increase 
model robustness are potential directions for future 
investigation for the present researchers. 

A rich set of research [18, 19, 20,  22, 25, 26, 29, 
31, 34, 36] has focused on reinforcement learning 
methods in general, and specifically on the 
combination of various Markov models. For 
example, repairing missing data, reformulating 
feature selection, best sampling, supervised 
learning, extracting rules, etc. are crucial steps of 
predictive models.  

Additionally, the passionate scientists have 
demonstrated how reinforcement-based Markov 
chains work like enchantment to tackle real-world 
issues. For example, the authors [27, 28] tested 
Markov models that included machine learning 
approaches to control traffic lights and congestion. 
The Markov models are thought to be successful at 
learning from their prior experiences based on the 
experimental findings. 

In a related vein IoT based Smart Irrigation, the 
researchers [21] also used reinforcement-based 
Markov to the efficient use of water in drip 
irrigation, as it is of vital relevance for smart 
farming, food production, and growth of the 
economy. This is particularly true in light of the 
expanding world's population, the changes in 
climate, and the struggle for water among diverse 
sectors. They thanked Markov for proving the 
worth of their proposed work. 

The success of the Markov attempts made by the 
aforementioned eminent researchers inspired the 
current authors to develop a method for tracking 
web user navigational patterns within the 
framework of reinforced selective Markov models.  
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3. PROPOSED MACHINE LEARNING 
MODEL INTEGRATING WITH SELECTIVE 
REINFORCED MARKOV DECISION 

T 

he Machine Learning model integrating with 
Selective Reinforced Markov decision process 
(MLSRM) is proposed to analyze and comprehend 
stochastic, and it is rightly suitable fit for modelling 
and forecasting user browsing behavior in the 
Weblog Scenario. The authors design MLSRM 
intelligently by concentrating all the key stages as 

presented in Figure 4. Initially it pays focus on 
collection of domain specific both structured and 
unstructured data. Later, the model chooses the 
Spark-Hadoop environment to take the benefit of 
parallel processing and distributed storage. 
Following that, MLSRM carries a series of phases 
to pre-process the web data and prepare it for 
further stages. Finally MLSRM integrates with 
various Markov models to lead minimal state-space 
complexity, enhanced accuracy rate, and coverage 
comparable in the process of estimating 
probabilities. 

 

Figure. 4:  Architecture of proposed MLSRM Model 
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3.1. Web Data Pre-Processing 

At first the proposed MLSRM focusses on 
collection of web users’ browsing data stored in 
terms of web log entries that are in simple and 
complex format.  The attributes like IP address, 
URL, Visiting path, Path Traversed, Time stamp, 
Page last visited, Success rate, Agent type, Request 
type, etc. are considered for the present study. 
These log files are collected at web proxy server as 
it maintains a separate copy of original server log 
files. The data in the log is stored in plain text 
“ASCII” format and multiple access log format is 
chosen by   MLSRM for its next stage. 

3.2. Web Data Storage 

The Spark environment was chosen for the 
proposed MLSRM to store the collected web log 
data. The streaming framework of Spark enables the 
MLSRM towards in-memory data distributed 
storage and real-time parallel processing, as well as 
the ability to execute many times quicker than most 
other big data technologies. 

3.3. Web Data Pre-Processing 

A realistic web log is likely to have noise, 
incompleteness, and/or be unfit at all machine 
learning systems. Preprocessing of web log data is a 
requisite for fining the data and to make it 
allowable to ML Systems, it upgrades the system's 
performance as well as reliability. With that aim, 
MLSRM carries the following sequence of pre-
processing stages to make ready the web log data 
for better training the reinforced Markov decision 
models. 

3.3.1. Cleaning of Weblog Data: Data cleaning is 
an activity of recognizing, selecting, and 
removing unwanted or irrelevant properties 
from raw weblog data. Because there are so 
many properties in the weblog file, just the 
necessary ones are selected; the rest are 
eliminated. 

     First, entries for access to .jpeg, .gif, 
Scripts, and other audio/video files should be 
eliminated from the proposed model since 
they are transferred without the web user's 
request. Later, the proposed system focuses 
on dismissing web user requests for web 
pages that are not present on the webserver; 
these entries are labeled with various error 
codes. Finally, the work focus on eliminating 
the visits performed by web crawler by 
employing intelligent techniques proposed in 
[2, 3] because those accesses do not reflect 

how real visitors navigate the site. 
Furthermore, the system considers data to 
remove that is too infrequent or too frequent 
will not contribute to the formation of any 
essential information from it. 

3.3.2. Identification of Web User: At this level, 
the proposed work focuses on identifying a 
unique user. When web page requests are 
routed through a proxy server, they will 
register the same IP address in the weblog, 
so, making it harder to identify individuals 
uniquely. In addition, caching at multiple 
levels, as well as saved online sites, makes it 
difficult to recognize and detect user 
individuality. Here, the authors consider a 
heuristic method to detect the unique user 
using based on variation in operating system 
and web browser. Whether any of the criteria 
for records with the identical IP address 
vary, it specifies the presence of a separate 
web user. When a web user does this 
intentionally, though, it may confuse. 

3.3.3. Identification of Sessionization: 
Sessionization is a challenging task in the 
process of web usage identification to build 
meaningful web user sessions from a large 
amount of weblog data since the HTTP 
protocol is stateless. In this context, a 
session means a set of accesses finished by 
an individual web user with a distinctive IP 
address over duration of time. A web server 
can provide each request made by the web 
user in the session from a client machine or 
proxy servers. To perform sessionization 
from such very big and incremental weblogs, 
the suggested solution is a unique distributed 
architecture that leverages the Hadoop and 
Spark paradigm. 

     The suggested solution removes the 
requirement for backward web browser 
operations while still maintaining the 
timestamp of visited pages. The following 
are the two primary phases of the proposed 
solution: 

 Phase 1: Web users' web page visits are 
segmented into smaller webpage demand 
sequences termed candidate sessions by 
employing the parameters: session 
duration time and web page-stay 
duration. 

 Phase 2: Candidate sessions are further 
subdivided into the maximum number of 
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sub-sessions possible, with a connection 
from the before next webpage pair in the 
sequence. The web page-stay duration 
criteria for consecutive web pages are 
also met at the same time. It is necessary 
to verify the entire session length time 
again because it was verified in the step1. 

     This framework outperforms in terms of 
effective sessionization, and due to its 
scalable spark architecture, it can manage 
any amount of online consumption data. 

3.3.4. Path Completion: The series of web pages 
or pathways viewed by web users as they 
explore a website is stored as clickstream 
data. Information about a web user's aims, 
expertise, and preferences could be 
contained in path data. The process of path 
analysis adds a new dimension to 
anticipating customer behavior that hasn't 
been examined by analysts studying only on 
recorded data.  

     Thus, the proposed work considers the 
referrer field and website topology to fix the 
issue of the incomplete path and detect 
missing page sequences to improve the 
quality of weblog entries. 

3.4. Prediction Model Integrating with Selective 
Reinforced Markov Decision Process 

The processed visited of web pages by the web 
user is taken to indicate a web user's browsing 
experience.  To ascertain concealed relationship 
among frequently accessed web usage patterns one 
has to use its sequence length and corresponding 

transition probabilities. For this context the 
researchers innovatively propose the prediction 
model which is intelligently integrating the 
potentiality of Markov framework. The intrinsic 
nature of Markov feature is especially useful in 
reinforcement learning environment to generate 
qualified decisions and accurate transition values. 
In this approach, the current state description must 
be informative in order to improve the effectiveness 
and accuracy in generating future possible states as 
are claimed on a function of the current state. To 
control the number of states in the complex Markov 
framework and achieve maximum conditional 
probability, an appropriate level of Markov order 
with the right strategy must be chosen. With an aim 
of predicting web user behavior, MLSRM design an 
approach for selecting following suitable Markov 
models based on browsed web page sequences. 

 

3.4.1. First-Order MLSRM Model (1-O Model): 
The 1-O Models are widely used to simulate 
a succession of web user usage experiences. 
All visited web pages are represented as 
states in this case, and each pair of visited 
web pages corresponds to a model's state 
transformation. The transformation 
probability is calculated by dividing the no. 
of occasions the transformation was crossed 
by the no. of occasions the first Markov state 
in the visited pair. Imaginary Markov states 
are frequently generated and attached to the 
beginning and end of each browsing session.  
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Figure 5:   Sample of Web Browsing Session and 1-O Model 

     The MLSRM model captures variable length 
past data, so it is possible to forecast the association 
among the web pages and accurately characterize 
web user browsing behavior. In the following 
example demonstration, a state comprises a set of 
metadata words that describe Web page. So that, it 
is feasible for finding high-probability trails made 
up of web pages related to a specific context. With 
the help of an example, the proposed model 
demonstrates the series of increasing order Markov 
models. 

     The graphic shown in Figure 5 (a) is a sample of 
a web browsing session. The web session starts and 
finishes in a simulated state. Frequency defines how 
many times the matching sequence of web pages 
has been browsed. Figure 5 (b) depicts the 1-O 
model for all web browsing sessions. Each Web 
page has its state, and every two web pages seen in 
order are linked via a connection. 

    The 1-O model maintains the following 
information corresponding to a webpage; (i) Unique 
ID of webpage (ii) Number of times the webpage is 
visited-Wn (iii) Total Number of webpage views-
Wt and (iv) the relation between Wn and Wt. The 
1-O Model assesses the associated webpages based 
on the rewarded reinforcement value  from the 
entire collection of webpages in the visited web-
categories.   

     For instance, out of the fourteen visits to fifth 
webpage, fifth page came at the beginning of an 
online session. In seven of the fourteen instances 
following a visit to a fifth webpage, the user moves 

on to sixth webpage before closing the browser 
window. 

    A trail's rewarded probability is determined by 
multiplying its beginning state's value by the values 
of the connections it has travelled.  

𝑅𝑃 (3,4) =
21

101
∗ 

10

21
= 0.099 

 

𝑅𝑃 (1, 3, 5) =  
11

101
∗  

9

12
∗  

9

21
= 0.035 

     The 1-O model is a simple manner of describing 
a set of web sessions, however, its accuracy is 
typically inadequate, necessitating upgrades to 
higher-order models. 

     The 1-O model is a simple manner of describing 
a set of web sessions, however, its accuracy is 
typically inadequate, necessitating upgrades to 
higher-order models. 

3.4.2. Higher Order MLSRM Model (H-O 
Model): The 1-O model could not correctly 
reflect the rewarded conditional probabilities 
of 2-O model. Towards that, the MLSRM in 
H-O model calculates conditional probability 
based on fixed sequence of webpages of a 
state and transformation among the states. 
Giving the input, for instance, the webuser 
usage sequence (1, 3) was repeated 9 times, 
resulting in #(1, 3) = 9, while the web usage 
sequence (1, 3, 4) was repeated twice, 
resulting in #(1, 3, 4) = 2. As a result, 
RP(4|1,3) = #(1, 3, 4) / #(1, 3) = 9 is the 
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rewarded probability value for reading web 
page 4 after visiting web page 1 and 3 in 
order. 

     The 1-O Model could not get high 
accuracy in capturing 2-O rewarded 
probabilities, for example, at the state 3, 

RP(4|1,3)– P(4|3) = |2/9– 10/21| = 0.254 

RP(4|2,3)– P(4|3) = |8/12– 10/21| = 0.190  

     From the above, it is clear that state 3 
could not reflect conditional probabilities of 
2-O model properly. The accuracy of 
transition probabilities from a state is 
improved by separating the in-paths that 
correspond to different conditional 
probabilities. Towards that, the MLSRM, 
duplicates the state 3 and mentioned as 31 as 
well as diverting (2, 3) link to 31. The model 
adjusts weights of 3 and 31 out links based 
on how many times the three-state sequence 
has been followed.  

     For example, at state 3, the weight of the 
path-link (3, 4) = 2 and the weight of the 
path-link (3, 5) = 7. The out-links from 
duplicate state 31 are rationalized using the 
same technique as before. Subsequently 
replicating 4 states to appropriately denote 
all 2-O rewarded conditional probabilities, 
the resultant is publicized in Figure 6. 

     As the extended model demonstrated in 
Figure 6, all of the out links depict valid 2-O 
probability estimations. The trail (1, 3, 5) 
now has a rewarded probability value of 
11/101 * 9/11 * 7/9 = 0.069. Trail (3, 4) has 
a probability estimate of (9/101 * 2/9) + 
(12/101 * 8/12) = 0.099, which is the same 
as the first-order value. As a result, the 
second-order model properly represents 
conditional 2-O probability values while 
maintaining accurate values at 1-O Model. 

 

Figure 6:   Sample 2-O Model of MLSRM. 

    The maximum permissible change between a 1-O 
model and the corresponding 2-O rewarded 
probability value is determined by the 
reinforcement factor γ, which is used by the 
MLSRM to control the number of new states 
produced by the approach. If the difference between 
the matching 1-O rewarded probability and the 2-O 
rewarded probability is larger than γ, then a state in 

a 1-O model is replicated. The average difference 
between the 1-O and 2-O rewarded probability 
value for a specific condition is γ, a threshold. If the 
average difference between the 1-O and 2-O 
rewarded conditional probabilities exceeds, the state 
γ is then reproduced. Additionally, the associations’ 
criteria may be used to identify in-links with equal 
conditional probability if > 0 and the state have 
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three or more in-links. When γ is calculating the 
maximum reinforcement probability value of 
deviation, indicate it by γm, and when it is 
calculating the average probability value of 
deviation, indicate by γa. 

    The process remains the same when expanding a 
model to higher orders. N-order conditional 
probability values are compared to the 
corresponding lower-order values in order to 
distinguish between their n-state length in-paths, 
and duplication is carried out to the incorrect states. 
Experimental results show that the model's 
execution time is roughly linearly related to the 
model's order. The first and second-order Markov 
models can be built in the same way as the higher 
Markov model, according to the previous two 
instances, but at a cost of significantly more state-
space complexity. 

     All high order Markov models, as was indicated 
in the part above, have the potential to outperform 
single-order Markov models in terms of prediction 
accuracy and coverage, but at the expense of a hefty 
boost in state-space complexity. Create methods for 
shrewdly combining various orders of Markov 
models to produce a model with a low state 
complexity, improved prediction accuracy, and 
coverage of all high order Markov models. Based 
on this finding, we should start with the full high-
order Markov model and exclude a large number of 
the states that are probably not going to provide 
good predictions. This will permit efficiency to be 
maintained while reducing the complexity of all 
states. This pruning stage's main goals are to reduce 
state complexity and, secondarily, to improve the 
model's predictive power. 

     Towards that, the authors propose two distinct 
methods, each with a higher order of difficulty. The 
initial strategy basically excludes states with 
extremely low order of support values. The 
following strategy makes use of statistical 
techniques to identify situations where the 
probabilities of switching between the two most 
common behaviors are not statistically significant. 

3.4.3. Support Pruned MLSRM Mode (SP 
Model) : The SP Model finds the states with 
lower support also have lower prediction 
accuracy. As a consequence, these low-
support situations may be removed from the 
SP model without impacting its complete 
accuracy or coverage. The awarded 
frequency threshold φ is a measure in this 
strategy that controls how much pruning is 

done. In particular, the model removes all 
states of the various orders that have fewer 
than occurrences. 
 Firstly, irrespective of the order of the 

models, the same frequency threshold is 
applied to all of them.  

 Furthermore, because higher-order states 
have low support, the pruning strategy of 
SP model, minimizing the state-space 
complexity.  

 Finally, rather than specifying the 
proportion of instances that each state 
must support, the frequency threshold 
parameter φ defines the exact number of 
instances that each state must support. 

The above steps are carried out largely for 
two reasons: 
 The reliability of predicted transition 

probabilities for a given state is 
determined by the actual number of 
events rather than the relative number.  

 Because the total number of instances 
rises exponentially with the order of the 
Markov model, the same fractional 
pruning threshold will have a completely 
different perspective for different 
Markov models. 

3.4.4. Confidence Pruned MLSRM Model(CP 
Model) : One of the shortcomings of the SP 
Model method is that it does not take into 
account all the variables that affect the state's 
validity. In particular, the rewarded 
probability distribution of a state's emitted 
actions is disregarded. Take, for example, a 
Markov state with 2 outgoing actions, and 
one of those is far more likely than the other. 
Due to the obvious evident variation in the 
outgoing probability, though this state's total 
support is minimal, the predictions 
calculated by this state will be extremely 
trustworthy. In contrast, if the incoming 
probability values  in the case of the former 
are very close to one another, the variation 
must be supported by a wide number of 
occurrences in order to be reliable. Before 
determining pruning judgments, the pruning 
strategy should include not just the state's 
support, but also all the probability 
distribution of the exciting activities. 

     The purpose of this discovery is to create 
the confidence-pruned MLSRM model. This 
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model uses statistical methods to analyze 
each condition to see whether the likelihood 
of the operation that is selected the most 
frequently varies noticeably from the odds of 
the other operations that could be undertaken 
by this state. This state is removed if the 
rewarded probability value fluctuations are 
not significant because it is unlikely to 
provide high precision. Nonetheless, the 
state is maintained if the rewarded 
probability value of changes is significant. 

     The method determines if the possible 
action can be distinguished from the second 
most probable action by computing the 
100(1-α)percent confidence mean time over 
the possible action and assessing whether the 
likelihood of the second strike falls within 
that interval. The state will be reduced if this 
is the case; else, it will be preserved. 

𝑃 − U
ଶൗ

ඨ
𝑃൫1 − 𝑃൯

𝑛
  ≤ 𝑃

≤ 𝑃 +  U
ଶൗ

ඨ
𝑃൫1 − 𝑃൯

𝑛
                     (1) 

α/2 is an ordinary normal distribution as well 
as n represents Markov state of MLSRM. 

     In this strategy, the level of trimming is 
regulated based on the confidence factor. 
The confidence interval grows as the value 
decreases, leading to greater trimming. Also, 
if a state is connected with a high number of 
cases, the above equation produces a strong 
confidence interval. As a consequence, even 
if the probability variation between the two 
most likely actions is minimal, the state 
would also most probably be maintained. 

     According to the authors, these strategies, 
which combine intelligently distinct 
reinforced Markov models, reduce state 
complexity while increasing prediction 
accuracy. As a consequence, MLSRM has 
improved operating performance when it 
comes to anticipating online user behavior. 

4. EXPERIMENTAL SETUP & RESULTS 

The data from the server-side weblogs is tested in 
a spark-Hadoop run-time environment for a year. 
During the data preparation phase, incorrect and 
image searches were discarded, and the 
sessionization duration restriction on requests was 

enforced, resulting in abnormally lengthy use 
sessions being split into two or shorter usage 
sessions. The total size of a single user's 238 
queries was 2.14 MB. Requests such as audios, 
videos, images and others are 1.3 MB in size (61 
per cent). As a result, cleaning is an important stage 
in the pre-processing process, as it limits human 
user access to the weblog by around 60%. 

4.1. Performance of MLSRM over various 
Markov Orders  

The 1-O model was derived from the group of 
sessions. Following this, the model was tested for 
rewarded conditional probabilities at both 2-O and 
H-O models, however if required, a state was 
replicated to distinguish the in-paths due to 
conditional probability discrepancies. As previously 
stated, the parameter determines the amount of 
tolerance that may be used when describing 
conditional probabilities. Another option specifies 
the bare minimum of requests a webpage must 
receive in order to be chosen for duplication. We 
used several visits of 30 in these tests. When the 
order of the model is increased while the accuracy 
threshold γ is set to 0, Figure 7 demonstrates the 
fluctuation in the model number of states. 

 

Figure 7:   Performance of MLSRM over various orders 

4.2. Operational Performance of MLSRM 
orders at Various Frequency Thresholds 

About frequency threshold, the MLSRM was 
compared against 1st, 2nd, 3rd, and 4th order Markov 
Models. As demonstrated in Figure 8, the 
experimental findings reveal that MLSRM 
outperforms low order Markov Models in terms of 
operational performance in Spark environment. 
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Figure 8:  Operational Performance Analysis of MLSRM orders at various Frequency Threshold 

4.3. Prediction Accuracy of MLSRM over 
various Markov Models 

        The authors continue by carrying out 
numerous tests to validate the proposed framework 
in comparison to current models. As shown in 

Figure 9, the prediction accuracy of MLSRM is 
superior to that of Mobility Markov Chains (MM), 
Variable Multi-Order Markov Models (VLMM) 
and Kernel Variable Length Markov Model, 
(KVLMM)[12]. 

 

 

Fig. 9.  Prediction Accuracy of MLSRM over various Markov Model 

 

4.4. Prediction Accuracy of MLSRM over 
various Server side Weblogs 

Multiple experiments are run in Spark on 
different real-time gathered server-side weblogs to 
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acquire more precise results, and the prediction 
accuracy is taken as the experimental result over 
existing Markov Models. It is obvious that MLSRM 

is demonstrating improved robustness, and Figure 
10 illustrates this. 

 

 

Figure 10:  Prediction Accuracy of MLSRM over various Server side Weblogs 

4.5. Accuracy of MLSRM over various 
Prediction Sequence Lengths 

In most cases, the forecast is unsuccessful in 
successfully matching past data, which significantly 
lowers prediction accuracy. Additionally, there are 
still some concerns with low coverage because of 
the impact of dataset size. Experiments with 
different MLSRM orders are conducted to evaluate 
the proposed model's performance on the above 
concerns. As shown in Figure 11, the authors 

discovered that higher order Markov models 
consistently outperformed lower order models, even 
with expanding prediction lengths. 

When compared with the results of conventional 
Markov Models, the experimental results of 
MLSRM perform significantly better since it makes 
use of the advantages offered by the Machine 
Learning framework and the SPARK execution 
environment.

 

 

Figure 11:  Accuracy of MLSRM over various Prediction Sequence Lengths 
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5. CONCLUSION 

In the current study, the authors suggested an 
optimal machine learning model (MLSRM) that 
integrates with a selective reinforcement Markov 
decision process and equally focuses each step of 
predicting web browsing patterns. Further, the 
authors explained how the HDFS-Spark parallel 
computing architecture incorporates the MLSRM's 
architectural design, the integration of organic 
components, and the execution of the system. 
MLSRM created a reinforcement strategy by 
intelligently choosing and combining various 
Markov decision processes to comprehend online 
user browsing habits with reduced state complexity 
and increased prediction performance. With the 
help of experimental data, the present model has 
demonstrated the integration of Selective 
Reinforced Markov Decision process for finding 
high probability, and quantifies the accuracy at each 
Markov order. It is clearly envisages that this 
cutting-edge machine learning technique increases 
prediction accuracy by including selective reinforce 
Markov decisions. Although deep reinforcement 
learning is still not fully understood by the scientific 
community, given how effective it has recently 
been in predicting webpage patterns, it is likely 
soon for more exciting advancements in other 
fields. 
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