
Received:  October 18, 2021.     Revised: December 20, 2021.                                                                         
Journal of Theoretical and Applied Information Technology 

31st January 2023. Vol.101. No 2 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                  www.jatit.org                          E-ISSN: 1817-3195 

 

 
847 

 

EVALUATION OF MACHINE LEARNING TECHNIQUES 
FOR ANOMALY DETECTION ON HOURLY BASIS KPI 

 
ANDIKA HAIRUMAN1, GEDE PUTRA KUSUMA2 

 

1,2Computer Science Department, 
BINUS Graduate Program – Master of Computer Science 

Bina Nusantara University, 
Jakarta, Indonesia, 11480 

 
E-mail: 1andika.hairuman001@binus.ac.id, 2inegara@binus.edu 

 
ABSTRACT 

 
The most common used method for anomaly detection in the mobile radio network is using the fixed 
threshold on hourly and daily basis key performance indicator (KPI) and consider all the hours to have the 
same trend. The issues with the fixed threshold are false and miss detection. This paper proposed hourly 
basis KPI anomaly detection using machine learning techniques such as supervised learning and outlier 
detection and to measure the performance of a specific hour because of traffic profile and user behavior 
differences. The dataset was collected from mobile radio network and the ground truth was determined and 
labeled by network performance expert. There were 6 selected KPIs with 12096 total data samples 
including data for training, validation, and testing. 13 machine learning algorithms, 1 statistical technique 
and 7 data scalers were evaluated. The best performing technique is extra tree algorithm using standard and 
quantile transformer scaler. With extra tree algorithm, there were 4 missing detections and 7 false 
detections from 2418 total samples from data testing resulting impressive 97.11% of average F1 score from 
all 6 KPIs and 3 KPIs are having 100% F1 score. The evaluation result is proof that extra tree algorithm is 
very suitable for anomaly detection on mobile network hourly basis KPI data and it can significantly reduce 
the false and miss detection, alongside some general notion of which algorithm is suited for a certain type 
of KPIs. 
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1. INTRODUCTION. 
 

When mobile radio network performance 
deviated, mobile data and voice services will be 
affected. The impact scale from the deviation 
would be vary. Performance deviation could affect 
a particular user, a specific mobile device, a cluster, 
or an area, or worse affecting the users on 
nationwide level. Network performance is 
measured by Key Performance Indicator (KPI). KPI 
is required to be monitored and optimized to 
provide high quality services and to obtain a greater 
resource utilization [1]. KPI deviation or anomaly 
always occurs in the mobile network due to some 
reasons such as network software upgrade, network 
maintenance, network configuration change or due 
to mobile device firmware issue. 

Continuous monitoring on mobile radio 
network performance and detecting performance 
deviation can substantially improve the response 

time in handling the network problems which could 
affect end-user experience. The challenge of 
developing a scalable and resilient monitoring 
system that can handle data in real-time and at a 
massive scale is nontrivial [2]. Evaluating network 
performance is requiring huge efforts and many 
operators opted to passively monitor the network 
performance [3]. This research is based on a study 
from mobile network operator in Southeast Asia. 
The operator opted to monitor the performance in 
hourly and daily basis because it is less complicated 
than real-time monitoring. As a best practice, the 
operator always doing hourly performance 
monitoring post major night activities such as 
software upgrade to detect deviation or anomaly. 

The ability to detect KPI anomaly in hourly 
basis with the impact on the end-users is 
increasingly challenging due to the increase of 
mobile network complexity such as the existence of 
many radio access technologies, new mobile 
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devices, and implementation of new radio network 
functions. The current method to detect anomaly on 
hourly basis KPI is to use a fixed threshold for each 
KPI and treating all the hourly performance to have 
the same level of performance. Some KPI values 
can be worse in comparison with other operators in 
certain geographical areas [4]. In many years, 
operators have followed the same method for traffic 
profiling by measuring the network performance 
using traffic patterns of a normal and busy day and 
traffic profiling can be done using hours of a whole 
day [5]. However, the operator observed that 
different areas and different hours would have a 
different performance profile. The operator realized 
that there is a need to change the way to monitor 
the hourly performance. 

As for the fixed threshold, it is not every 
effective in detecting KPI anomaly because the 
network performance is very dynamic and big 
changes in the network is happening frequently. 
Thresholding mechanisms on KPIs are used to 
monitor the mobile radio network health and rank 
base station to identify the offenders [6], but this 
method is having inaccurate result causing false and 
miss detection of the anomaly. False detection can 
trigger unnecessary actions and miss detection can 
directly affect the end-users. The main driving of 
this research is to find a better method in improving 
the number of false and miss detection. Figure 1 
shows the example of an anomaly in the KPI time 
series with the fixed threshold. 
 

 
Figure 1: Illustration of an anomaly in hourly basis KPI 

with the common method using fixed threshold. 
 

To overcome the shortcoming of fixed 
threshold, machine learning techniques offer the 
ability to better detect the KPI anomaly. Research 
conducted by Al Mamun et al. states that 
Supervised Machine Learning (SML) is applied to a 
set of long-term observation time series from a 
mobile network, and it has been shown that 
periodically collected KPIs can be analyzed by 

supervised ML and KNN algorithm is used to 
classify test data sets and able to solve major 
problems [7].  

One of the key takeaways from research done 
by Omar et al. is the major difference between 
supervised and unsupervised learning is that 
supervised learning is done using a ground truth. It 
has the prior knowledge of what the output values 
for the data training and testing. This makes 
supervised learning the most suitable technique for 
anomaly detection on hourly basis KPI data [8]. 

There are many research topics about anomaly 
detection related with network traffic behavior, 
malicious attacks, and performance. This shows 
that the demand of finding the most suitable 
method for anomaly detection is still an interesting 
research topic. With the increase trend of 
automation and machine learning, there are many 
potential use cases of anomaly detection which can 
be addressed by new research and evaluation of 
machine learning techniques could provide an 
informative and useful inputs for the researcher. 

Motivated by the mission of network 
performance management in innovating the method 
to better detect an anomaly and to reduce false and 
miss detection which could lead into efforts saving, 
this paper provided the model performance 
evaluation result and propose a method for hourly 
KPI monitoring. The evaluation result can help the 
operators to select the best machine learning 
algorithm and enable the organization to improve 
its method and detect the hourly basis anomaly of 
key performance indicators with the highest 
precision possible using the proven tested machine 
learning model. 
 
2. RELATED WORKS. 

 
Machine learning for anomaly detection has 

been studied and experimented by many academic 
research and industry. There are some finished and 
on-going works which could help to build the idea 
on improving the model. 

Elmrabit et al. have evaluated the performance 
of 12 machine algorithms for anomaly detection 
which may be indicative of cyber-attacks [9]. 
Random Forest algorithm is the best performing 
algorithm among the techniques used in the study. 
Meanwhile, Naive Bayes algorithm has the lowest 
performance in terms of accuracy, precision, recall 
and AUC. The downside of their research is using 
accuracy as performance measurement. Accuracy is 
not a preferred indicator for anomaly detection 
specially if majority of data has no anomaly. 
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In 2022, Ahasan et al. studied supervised 
learning for anomaly detection on hourly and daily 
KPI data. Random Forest again becoming the best 
performing technique for hourly KPI data [10]. 
Accuracy is not the suitable matrix for evaluating 
machine learning algorithms for anomaly detection. 
The most popular and practiced one’s are confusion 
matrix, precision, recall, F1-score, or AUC for 
evaluation. The Classification and Regression Trees 
(CART) algorithm achieved almost 100% accuracy 
and outperformed any other algorithms proposed by 
some of the literatures for heart disease prediction 
[11]. Ahasan et al. only pick 1 KPI while there are 
many KPIs in the network and having different 
profile such as different metric units, different trend 
and range. The result could have been different. 

Amin et al. in their study mentioned that some 
key features and the best performing modelling 
techniques which improve the accuracy of heart 
disease prediction were selected. The best 
prediction model was created with the 9 significant 
parameters and with the Vote technique. The 
outcome of the benchmarking indicates that the 
classification model has produced a higher accuracy 
in prediction and performed better than the other 
studies [12]. As classification model shows a very 
good result, the author will use it as well to evaluate 
it against KPI data. 

Ren et al. used the spectral residual (SR) model 
in the time-series anomaly detection and mix the 
SR and CNN model to achieve an outstanding 
performance. 81.1% F1-score is achieved when 
using combined SR and CNN model [13]. 
DeepAnT shows best AUCs score for most of the 
used data sets [14]. In novelty detection, OCSVM 
is considered the best method, but DeepAnT 
outperforms it. These results show that DeepAnT 
can find anomalies in multi-variant data set.  

USAD (Unsupervised for Anomaly Detection) 
provides good performance in anomaly detection 
over multivariate time series while reducing 
training time by an average of 547 times with 
69.01% F1 score using Orange Internal Dataset 
[15]. Unsupervised doesn’t need a label and could 
save the efforts, the author will evaluate some of 
unsupervised techniques. OmniAnomaly provides 
interpretation based on the reconstruction 
probabilities of multivariate time series. The 
experiments are conducted on two public datasets 
from aerospace and a new server machine dataset 
from a service provider company. OmniAnomaly 
achieved 86% F1 score, significantly outperforming 
the best performing baseline method by 9% [16]. 

Multi-Scale Convolutional Recurrent 

Encoder-Decoder (MSCRED) able to detect all 
anomalies without any false positive and false 
negative. MSCRED performs best on all settings. 
The improvements over the best baseline range 
from 13.3% to 30.0%. MSCRED is much better 
than baseline methods as it can model both 
inter-sensor correlations [17]. Based on the research 
done by Schmidl et al, supervised learnings do not 
achieve superior or better results compared to semi 
supervised or even unsupervised approaches [18]. 
71 algorithms and 976 datasets were used during 
evaluation. A clustering-based approach for 
anomaly detection in multivariate time series data 
performs very well in 3 datasets collected from US 
dollar exchange rate, EEG eye state, and air quality 
datasets [19]. Achieving 99% F1 score from 2 
datasets. 

Several anomaly detection techniques are 
tested by Geiger et al. and reported the best-suited 
one in their work. Their experimental results 
showed that an unsupervised anomaly detection 
approach built on Generative Adversarial Networks 
(TadGAN) outperformed all the baseline methods 
by having the highest averaged F1 score (70%) 
across all the datasets [20]. Adopt data 
augmentation for U-Net-DeW shows a very good 
result among other methods like ARIMA, SHESD 
and Donut. By adopting the loss adjustment and 
data augmentation, Gao et al. able to achieve F1 up 
to 81.2%, which is significantly better than the 
other state-of-the-art methods [21]. VAE-LSTM 
algorithm achieves 100% recall for all datasets, 
meaning no missed anomaly and the ability to 
detecting all types of anomalies. In one dataset, 
VAE-LSTM score 99.6% F1 score [22]. 

Based on the related works, the authors 
evaluate machine learning algorithms and data 
scaler for anomaly detection on hourly KPI data.  
Parameter optimization during the training would 
be required to be tested as needed. The datasets for 
KPI are not complicated and multi feature training 
is not required because individual KPI is not 
directly impacting other KPI. 
  
3. RESEARCH METHODOLOGY.  

 
The main goal of this paper is to evaluate the 

machine learning techniques for anomaly detection 
on hourly basis KPI by using the best performing 
scaler and to use datasets which divided into data 
training, data validation and data testing. The result 
will be concluded with confusion matrix to find the 
best performing technique. Figure 2 shows the 
conceptual framework of machine learning for 
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anomaly detection on hourly KPI data. 
 

 
Figure 2: Conceptual Framework of Machine Learning 

for Anomaly Detection on Hourly Basis KPI Data. 
 

To achieve the goal, the process started with 
PM data collection by network manager from all 
the base station. KPI reporting tools will download 
the raw PM files and to be processed and stored in 
the platform to produce the KPI report. Next step is 
to collect the hourly KPI data. There are many KPIs 
from the radio network, 6 KPIs will be selected. 
KPI profiling will have the information of KPI 
metric, number of anomalies in dataset, percentage 
of anomaly in dataset, normally high low or trend, 
standard deviation, median, minimum, and 
maximum value from data training and expected 
normal range of the data. After profiling completed, 
the KPI data will be separated by each individual 
hour. Dataset will be labeled by network 
performance expert and will follow the 
3-dimensional conceptual morality guidance as 
ground-truthing practice. Dataset will then divide 
into training, validation, and testing.  

Next step is to determine the best scaler by 
training the model using all selected scalers and 2 
KPIs using Random Forest algorithm. At this level, 
the best performing scalers already determined. The 
next important thing is now to start training the 
model with all machine learning algorithms. The 
model will be trained until maximum performance 
is achieved. Parameter tuning and optimization will 
be performed in cycle to satisfy the performance 
target. Once maximum performance is achieved by 
the trained model. This trained model will be used 
to detect the anomaly on the data testing. The final 
step would be to evaluate and save the result and 
determine the best performing algorithm. The best 

performing algorithm expected to produce the 
result with very low false and miss detection. From 
the confusion matrix, at least 95% F1 is expected. 

 
4. THEORY AND METHODS.  
 

Recent studies concentrated on applying 
machine learning and statistical techniques for 
anomaly detection in a mobile network [23-27]. 
However, it is equally important to understand the 
method and how to pre-process the data before 
training the model. 

 
4.1. Key Performance Indicator.  
 

There are many KPIs in the mobile network. 
This paper discussed the specific KPIs for the LTE 
network [28]. The shortlisted KPIs will be used for 
anomaly detection testing with the proposed 
method. Each KPI represents the performance of 
the network and most of them can have a direct 
impact with the end-user. 

Table 2 shows the list of the major LTE KPIs 
that are usually monitored by the mobile network 
operator. 

 
Table 2: List of Major LTE KPIs 

 
 
4.2. Issue with Fixed Threshold Detection 
 

Ali et al. concluded a system can alter data 
inputs into meaningful and quantifiable anomaly 
scores. These scores are subsequently compared to 
a fixed detection threshold and categorized as either 
good or bad and a fixed threshold value cannot 
asssure good anomaly detection precision for such a 
time-varying input. Fixed threshold evaluates every 
group performance using same standards and 
because of this, it has issues and limitations.  

The trend from fixed threshold will look like a 
normal trend and consistently overcomes the 
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threshold. It is very often generating bad anomaly 
detections as shown in Figure 3. 

 
Figure 3: Fixed threshold generating bad anomaly 

detections. 
 

Fixed threshold only able to partially 
detects the anomaly and missed anomaly detections 
can happen at any hours, not just busy or peak hour. 
Figure 4 shows how missed detections could 
happen during evaluation with fixed threshold. The 
worst part is that this miss detections are unable to 
detect the issue and operators may take long time to 
take actions in solving the deviated base station. 
Solution to this problem is needed and machine 
learning algorithm could be the answer. 
 

 
  

Figure 4: Fixed threshold missed detect the anomaly. 
 
4.3. Scaler for Data Pre-processing.  
 

Some data have very different scales and may 
have very high outliers. These types of data have 
different characteristics and it can deviate the 
performance of machine learning [29]. To solve this 
issue, data scaling is required. Scaling is a 
technique to normalize or standardize independent 
variables or features of data. Dataset often has 
multiple features with different degrees of 
magnitude, range and metric. This is a remarkable 
challenge as a machine learning algorithm is highly 
sensitive to these features. In this paper, the features 
contain KPIs and hour which need to be normalized 
before the model is trained. Feature scaling may 
significantly improve the performance of some 
machine learning algorithms but it may not work 
with some other algorithms. 

Distance-based algorithms like K-means, KNN 
and SVM are the most impacted by the range of 
features. Machine learning that uses gradient 
descent as an optimization technique requires data 

to be scaled. For example linear regression, logistic 
regression and neural network. This is because the 
methods are using distances between data points to 
determine their similarity. On the other hand, 
tree-based algorithms are fairly insensitive to the 
scale of the features [30]. Figure 5 shows the 
difference between original data, the data after 
being normalized and the data after being 
standardized for illustration purposes. 

 

 

 

 
Figure 5: The difference between normalized and 

standardized data. 
 

The authors will explore the performance of 
each scaler to achieve the highest result possible 
using the scikit-learn framework. The proposed 
scalers to be evaluated are Min Max Scaler, Max 
Abs Scaler, Standard Scaler, Robust Scaler, 
Normalizer, Quantile and Power Transformer. 
4.4. Machine Learning for Anomaly 

Detection.  
 

Machine learning is already being used in our 
day to day lives even though we may not be aware 
of it. Machine learning answers the question of how 
to model computers that improve automatically 
through experience [31]. One of the use cases of 
machine learning is to replicate what human does. 
Machine learning is being used to understand the 
data, to make the data make sense. 

There are few machine learning techniques 
such as supervised learning, unsupervised learning, 
reinforcement learning and deep learning [32]. 
Supervised learning is the technique where learning 
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required a labeled training set. Unsupervised 
learning is the method of discovering patterns in 
unlabeled data. Reinforcement learning is learning 
based on feedback. In this paper, selected 
supervised and unsupervised learning will be tested 
and tune to achieve the best result possible in 
detecting hourly basis KPI anomaly with the 
proposed method. Table 3 shows the advantage of 
selected machine learning algorithms. The authors 
will test these selected algorithms. 
 

Table 3: Advantage of Selected Machine Learning 
Algorithms. 

 
 
 
4.5. Statistical Technique for Anomaly 

Detection.  
 

Seasonal Hybrid Extreme Studentized Deviate 
(SH-ESD), built upon the Generalized ESD and 
was specifically designed to detect anomalies. It 
can be used to detect both local and global 
anomalies. This two-step process allows this 
technique to detect global anomalies that extend 
outside the expected seasonal minimum and 
maximum and also detect local anomalies that 
would otherwise be masked by the seasonality. 
Figure 6 shows the anomalies detected in raw data 
using SH-ESD. 

SH-ESD is a simple and robust statistic 
technique which is based on a method that can 
effectively detect anomalies in a mobile network. 
The algorithm was developed with very small 
processing power and limited storage, some cases 
should use statistical technique instead of more 
computationally expensive machine learning 
techniques, but this is depending on the dataset size 
and how frequent the use cases are. Based on 
SH-ESD testing using the data acquired from the 
actual live mobile network, it showed an improved 
detection capability compared with the existing 
basic failure detection methods. The authors tested 
the algorithm to predict the improved method. 

 
 

 
Figure 6: Anomalies present in the raw data and detected 

by SH-ESD. 
 

4.6. Confusion Matrix.  
 

This evaluation technique is frequently used to 
evaluate the performance of the tested model [33]. 
The confusion matrix will compare the ground truth 
with the result predicted by the trained model or by 
any methods. The results from the confusion matrix 
are accuracy, precision, recall and F1 score. It also 
provides the number of true positive, false positive, 
false negative and true negative. In this paper, true 
positive is showing the true anomaly, false positive 
represent false detection and false negative 
represent miss detection. The main objective is to 
find the best precision and recall, so the F1 score 
will be the criteria to measure the highest 
performance.  
 
5. PROPOSED METHODS.  
 

This paper proposed an improved method with 
the evaluation based on the individual hour in 
detecting hourly basis KPI anomaly using data 
scaler and machine learning for mobile network 
performance monitoring to have the highest 
precision possible. 

 
5.1. Performance Evaluation based on 

Individual Hour.  
 

The most used method is to evaluate the 
performance for the whole hours in the time series, 
but this method will trigger false and miss detection 
as each hour has a different traffic profile. Figure 7 
shows how the current method detects the anomaly 
for the whole hours. 
 



Received:  October 18, 2021.     Revised: December 20, 2021.                                                                         
Journal of Theoretical and Applied Information Technology 

31st January 2023. Vol.101. No 2 
© 2023 Little Lion Scientific  

 
ISSN: 1992-8645                                  www.jatit.org                          E-ISSN: 1817-3195 

 

 
853 

 

 
Figure 7: Example of performance evaluation based on 

the whole hours in the time series. 
 
 

This paper proposed a performance evaluation 
based on the individual hour. The KPI performance 
of each individual hour will be compared with the 
same hour for a certain period. Figure 8 shows the 
KPI anomaly detection with the performance 
evaluation based on individual hour and there is a 
different pattern for each hour. The benefit of this 
method is to improve the number of true anomalies 
and reduce false and miss detection and it takes 
consideration of what is normal to that specific time 
of the hour. 

 

 
Figure 8: Example of performance evaluation based on 

the individual hour. 
 
5.2. Shortlist KPIs.  
 

Before collecting the data, KPIs need to be 
shortlisted for testing. Network performance expert 
has determined 6 LTE KPIs which represent the 
major indicator for network performance and has a 
distinctive characteristic. The shortlisted KPIs are 
RRC Success Rate (%), IFHO Success Rate (%), 
DL Throughput (kbps), UL Volume (MB), ERAB 
Drop Rate (%) and DL Latency (ms).  
 
 
 
 

5.3. Determine Data Ratio for Training, 
Validation and Testing.  

 
The authors preferred 60% of the collected data 

for training, 20% for validation and 20% for testing. 
Data training and validation will be used for 
parameter tuning during the experiment. Table 4 
shows the data distribution. Once the model 
achieved the highest performance result, then it will 
be used to predict the result from data testing and 
every model will be evaluated using a confusing 
matrix function. 
 

Table 4: Datasets distribution. 

 
 
 
5.4. Data Collection and Labeling. 
 

The authors collected 2016 hours of hourly 
data from an actual live mobile network. Based on 
the data ratio, the first 1210 hours will be used for 
training (60%), the next 403 hours will be used for 
validation (20%) and the last 403 hours will be used 
for testing (20%). The collected data will be 
normalized before being labeled by the expert using 
the proposed method, evaluation based on the 
individual hour. Once the data has been normalized, 
the expert will proceed to label the anomaly for 
each KPI. Table 5 shows the summary of 
shortlisted KPIs profile after being labeled such as 
metric, number of anomalies, normally high or low, 
standard deviation, minimum and maximum value, 
and range. 
 

Table 5: Profile of KPIs Dataset. 

 
 

Imbalance data is expected for any case study 
related with machine learning for anomaly 
detection. Studiawan et al. performed study in 2020 
about imbalance data and results from their study 
demonstrate that by taking data imbalance into 
consideration, there is an improvement in the 
method performance in terms of precision and 
recall scores [34].  
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Figure 9: Imbalance Ratio of Hourly KPI Data 

 
For this research, imbalance ratio is around 

20.7% between anomalies and non-anomaly as 
shown in Figure 9. This imbalance ratio expected to 
produce a very good performance. 
 
5.5. Evaluate Data Scaler Performance.  
 

This step is very important to select the optimal 
data scaler for training the model. For data scaler 
testing, the authors will use the random forest to 
test some known scalers such as Min-Max Scaler, 
Max Abs Scaler, Standard Scaler, Robust Scaler, 
Normalizer, Quantile Transformer and Power 
Transformer. DL cell throughput and ERAB drop 
rate KPI will be tested and will use only data 
training and validation. Table 6 and 7 shows the 
scaler testing result and then the authors concluded 
which scaler to be used for training. 

 
Table 6: Scaler Performance on KPI ERAB Drop Rate. 

 
 

Table 7: Scaler Performance on KPI DL Throughput. 

 
 

Based on the scaler test result, DL cell 
throughput KPI has the best result from quantile 
transformer and the metric for this KPI is kbps, not 
a percentage. The authors decided to proceed with 
quantile transformer for any other KPIs which is 
not categorized as a percentage metric such as UL 
volume and DL latency. ERAB drop rate has the 
best result from most of the scalers except 
normalizer and power transformer. The authors 
decided to proceed with the standard scale for the 

rest of the percentage KPIs like the RRC success 
rate and the Inter Frequency HO success rate. As 
the authors stated above, some scalers may not 
affect some of the machine learning algorithms. 
There is an opportunity for future research, a 
comprehensive scaler test can provide a broader 
view about the impact on the result from a trained 
model. 
 
5.6. Evaluate Machine Learning Model.  
 

The next step is to train the model based on 
data training and validation and extensive 
parameter tuning has been done to find the best 
result. The authors performed the experiment using 
a scikit-learn library except for xgboost. Histogram 
gradient boost still under experimental research but 
it is added to see if the algorithm can show some 
good results. The authors only use data training and 
validation to evaluate the performance of the 
trained model.  

Data testing will only be tested after the 
authors concluded the model is selected for testing. 
Table 8 shows some of key parameters which will 
be tested, and the optimal parameters will be used 
for final testing. There are many parameters to be 
optimized, the authors may not test all the possible 
parameters.  

 
 
 
 
Table 8: Parameters to Optimized 

 
 

The pros of machine learning using 
performance evaluation based on individual hour 
are no threshold is determined and detections will 
be made based on its own hourly historic trend, and 
it takes into consideration what is normal to that 
specific time of the day. 

The cons of supervised learning are requiring 
effort in labelling the data and it really needs so 
much time. While unsupervised, the result might 
not be good because it cannot tell what is good or 
bad. 
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6. MAIN RESULTS.  
 
6.1. Unsupervised Learning Testing Result.  
 

Isolation Forest is the best performer on data 
testing with 24.18% F1 score. This is expected as 
per the result on data validation. However, it 
doesn’t meet the expectation to have at least 95% 
F1 score for anomaly detection based on hourly 
KPI monitoring. LOF performed slightly better 
compared with data validation, and One Class SVM 
performed worse than data validation result. Based 
on this result, unsupervised learning is not suitable 
for KPI hourly monitoring. The testing results are 
shown in Table 9 below. 
 
Table 9: Performance of Unsupervised Learning on Data 

Testing. 

  
 

 
During data validation, it has been observed 

that the recall performance is better than precision. 
Scatter plot in Figure 10 below shows the 
observation. 
 

 
Figure 10: Scatter Plot Performance of Unsupervised 

Learning on Data Validation 
 

6.2. Supervised Learning Testing Result.  
 

In total, there are 3 supervised techniques 
having F1 score exceeding 95%. Extra tree 
algorithm is the best performing technique based on 
the data testing result. There are only 4 missing 
detections and 7 false detections from 2418 samples 
of data testing resulting impressive 97.24%  

F1 score from all 6 KPIs and 3 KPIs are having 
100% F1 score. Extra tree algorithm is proven to 
work well with the proposed method of measuring 
hourly KPI. There are 3 KPIs with a 100% F1 score. 
2 KPIs with F1 score around 92% and 1 KPI with 

an F1 score around 98%. KNN is having the best 
precision score 97.37%, but KNN recall 
performance is less than 95%.  

The lowest performance technique is SVM 
RBF with 31.25% F1 score. Based on this final 
result, supervised learning is very suitable for 
anomaly detection on hourly KPI data. Table 10 
shows the performance of supervised learning on 
data testing. 

 
 
 
 

Table 10: Performance of Supervised Learning on Data 
Testing. 

 
 
6.3. Comparison Between Best Performing 

ML Technique and Statistical Technique.  
 

SH-ESD doesn’t bring a good result compared 
with machine learning technique. The main reason 
likely due to the sensitivity with the scaling and like 
unsupervised learning, both methods cannot tell the 
correct or incorrect one, or good one, bad one. It 
can detect the outliers, even a very good KPI can be 
considered as outliers by these methods. Both 
methods could produce the better result if it is 
combined with ruled-based policy. 

 

 
Figure 11: Performance Comparison between Extra Tree 

and SH-ESD on Data Testing. 
 
SH-ESD used a usual mean or with mean 

absolute deviation. 2 KPIs are selected for the 
comparison based on extra tree result, 1 KPI is 
selected because it has 100% F1 performance from 
data testing, which is RRC SR KPI and the other 1 
KPI is DL cell throughput as it has 92.17% F1 
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score.  
SH-ESD F1 scores on these 2 KPIs are less 

than 50%. Based on this result, supervised learning 
is very superior compared with SH-ESD.  

The comparison between extra tree and 
SH-ESD is explain in Figure 11. Detection with 
SH-ESD also using the approach where each hour 
having a different trend. 
 
6.4. Comparison Between Best Performing 

ML Technique and Fixed Threshold.  
 

With the fixed threshold, there are very high 
numbers of false and miss detection as shown in 
Table 11 below and this is expected. 692 false 
detection and 109 miss detection from fixed 
threshold with all hours treated with the same trend. 
When fixed threshold is used with a method where 
each hour has different trend, the detection is 
improved specially the recall performance which 
achieved 94.44% score. With machine learning 
using extra tree, the number of false and miss 
detection is further reduced to 7 false detection and 
4 miss detection using Extra Tree. Based on this 
comparison, it concludes the machine learning 
technique with supervised method able to 
outperform fixed threshold for hourly KPI 
monitoring when using an improved monitoring 
method where each hour has individual trend. For 
comparison purpose, the fixed thresholds are 
calculated using mean. 
 

Table 11: Performance Comparison between Fixed 
Threshold and Extra Tree. 

 
 

In the chart shown in Figure 12, 13 and 14 
below, it is very clear the difference on how 
anomaly is poorly detected with fixed threshold and 
how machine learning can have a better result in 
detecting anomaly. Chart below is the 
representation of one of the 6 KPIs. 
 

 
Figure 12: Anomaly Detection with Fixed Threshold on 

Dataset All Hours Same Trend. 

 

 
Figure 13: Anomaly Detection with Fixed Threshold on 

Dataset Each Hour has Different Trend. 

 

 
Figure 14: Anomaly Detection with Machine Learning 
using Extra Tree on Dataset Each Hour has Different 

Trend. 
 
7. CONCLUSIONS.  
 

Hourly KPI monitoring can be improved by 
comparing the performance of each individual hour 
and machine learning technique outperform the 
fixed threshold significantly. Number of false 
detections (false positive) is significantly reduced 
when using supervised learning for anomaly 
detection on hourly KPI data. Both are using the 
same approach of comparing the performance of 
individual hour. The number of miss detection 
(false negative) and good detection (true positive) is 
slightly improved with machine learning using 
extra tree. The precision performance of machine 
learning using extra tree outperforms the fixed 
threshold. This also concludes hourly KPI 
monitoring by treating all hours to have the same 
trend is not good in detecting anomaly and 
monitoring the performance of individual hour is 
significantly improved the anomaly detection.  

Based on the evaluation result, supervised 
learning is very suitable for the anomaly detection 
on hourly KPI data and there are 3 supervised 
algorithms which having a superior F1 score above 
95%, extra tree, KNN and GB. Extra tree is the best 
algorithm based on this evaluation and achieved 
97.24% F1 score. The worst performer from 
machine learning technique is SVM RBF. 
Unsupervised and SH-ESD is not performing well 
to detect anomaly on hourly KPI data. 
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Mobile network is frequently change and 
upgraded. The trained model probably will not be 
effective in detecting anomaly after a new software 
upgrade. It requires to train the model every major 
update in the network. A new method is required so 
a model can be used at least for one year duration. 
Generating a dataset which could forecast the next 
one-year performance and adding it into the 
training data could potentially be the solution.  

Training a model requires an effort while 
unsupervised learning doesn’t require much effort. 
A combination between unsupervised learning or 
statistical technique like SH-ESD, z-score, 
histogram with rule-based policy method might 
have a better result and efficiency than supervised 
learning to detect anomaly. 
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