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ABSTRACT

L.

Cases of Death of Indonesian People Due to Food Poisoning, Especially Packaged Foodstuffs are
Assessed as High Enough. According to BPOM data, cases of food poisoning are more than 2000 cases
per year. This is due to the lack of literacy received by the community about the composition of
ingredients in food products. So that innovation is needed with an in-depth analysis of the design of a
smart system that can be used by the public to identify certain compositions or ingredients shown in the
composition table of a product. Before designing a smart system, an in-depth analysis will be carried out
using the Hybrid Deep Neural Network method and comparing it with other methods in order to get the
best method that can be implemented in the smart system later. This study aims to classify and cluster
product image data and food composition data by developing a hybrid deep neural network and comparing
with other methods, namely KNN, Tree, SVM, and linear regression as well as clustering using
Hierarchical clustering and K-Means methods. a system designed from a combination of these methods
can provide accurate, effective and efficient detection results. The stages of the research method are (1)
Observation and Collection of Image Data and categorical composition of Food Composition, Nutritional
Value, and Characteristics of food, (2) propocesing categorical datasets (3) Embedded Image data (4)
Clustering data using Hierarchical Clustering and K-Means ( 5) classification of image data using Deep
Neural Network (6) classification of image data using KNN, Tree, SVM, and linear regression (7)
Training and testing models (8) Comparing and Evaluation Models. From the results of the analysis, it
was found that for Categorical data, the RMSE value of the KNN model was 0.085, the MSE value was
0.007, the MAE value was 0.068 and the R2 value was 0.158. Furthermore, the Tree model has the RMSE
value of 0.118, the MSE value is 0.014, the MAE value is 0.091 and the R2 value is 0.608. Furthermore,
the SVM model, the RMSE value is 0.091, the MSE value is 0.008, the MAE value is 0.078 and the R2
value is 0.044. Furthermore, the Neural Network RMSE value is 0.117, the MSE value is 0.014, the MAE
value is 0.089 and the R2 value is 0.574. and the last is linear regression, the RMSE value is 0.086, the
MSE value is 0.007, the MAE value is 0.067 and R2 is 0.153. so that the best model in this case is KNN
which is 0.915 or 91, 5% . Furthermore, for Categorical, the results are that the KNN precision value is
0.457, then the Tree precision value is 0.390, for the SVM method the precision value is 0.311, the
Precision Neural Network value is 0.387, the nave Bayes precision value is 0.336 and the logistic
Regression is 0.349 and the highest precision value is for this case is KNN. Furthermore, for Hierarchy
clustering, very good results were found with the number of Clusters as much as 2 clusters, namely Sweet
and Salty, and more Salty clusters were seen and for hypertension disease, the highest calorie content of
sensitive ingredients was Fat and Salt 36.56%.
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1. INTRODUCTION

Cases of deaths of Indonesian people due to food
poisoning, especially dangerous packaged food
ingredients, are considered quite high. In 2021, 44
volunteers and refugees in East Java were
suspected of having food poisoning and dozens of
children in Papua were suspected of being
poisoned after eating food from an event.
According to BPOM ( Food and Drug
Administration) data, cases of food poisoning are
more than 2000 cases per year. In 2019, the
number of victims of food poisoning in Indonesia
reached 3,637 people [1][2][3]

This is due to the lack of literacy received by
coastal communities about the terms contained in
food products and the composition of ingredients
in food products, especially processed foods such
as instant noodles, snacks. In addition, coastal
communities do not understand and care less
about the impact of health factors from
consuming packaged food, so an innovation with
in-depth analysis of a smart system that can be
used by the community to identify certain
compositions and ingredients is seen in the
composition. packaged food table is needed easier
to use It is a smart application, and it is hoped that
this system can show the content, dosage,
composition of packaged food products that are
right for consumption, especially by coastal
communities, and can identify the composition of
ingredients that are halal and safe for
consumption for the Muslim community in
Indonesia.[4][5]

According to research data from the Ministry of
Transportation of the Republic of Indonesia,
currently almost 85% of coastal communities
have used smartphones, so that with this data
coastal communities have a good level of
readiness to use application systems. this system.
The specific objective of this research is the
absence of an intelligent system to detect the
composition of food ingredients that are good and
safe for consumption based on images and
barcodes using the hybrid deep neural network
method. The neural network method is known as
one of the artificial intelligence methods that can
be used to detect based on image recognition,
barcodes and text. [6][7][8]

However, currently there is no development of
hybrid deep neural network, conventional neural
network and recurrent neural network methods

that can be combined in an intelligent system to
detect sensitive food products which are expected
to provide accurate, effective and efficient
detection results.

2. PROBLEM STATEMENT

Furthermore, the formulation of the problem
statement in this study is:

How to analyse sensitive food ingredients in food
product samples using neural network method in
hybrid and ow is the accuracy level of the Hybrid
Deep Neural Network method analysis on
sensitive food ingredients contained in Food
Product Samples.

Feasibility study in this study requires in-depth
research, testing methods.[1][9]

Development of a model so that it can be tested
on an intelligent system to detect the composition,
whether a food ingredient is good for
consumption or bad.

3. RESEARCH OBJECTIVE

The scope of this research is to classify, and
cluster sensitive food ingredients, as well as
compare with other methods in order to obtain the
best model, namely, SVM, Random Forest, KNN,
Tree and others.

4. RESEARCH CONTRIBUTION

The contribution of this research is that this
study aims to classify and cluster product image
data and food composition data by developing a
hybrid deep neural network and comparing it with
other methods, namely KNN, Tree, SVM, and
linear regression as well as clustering using the
Hierarchy clustering method and K- Means, so it
is hoped that the system designed from the
combination of these methods can provide
accurate, effective and efficient detection results.

5. RESEARCH HYPOTHESIS
The first hypothesis in this study is the

classification and clustering model can classify
and cluster sensitive food ingredients > 90%.
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6. PROPOSED METHODOLOGY

Data Collection Image and categorical composition of Food Composition, Nutritional Value, and food
characteristics
15

l preprocesing dataset categorical |

215

| Embedded data Image {

V2

| Clustering data using Hierarchy Clustering and K-Means |
R

] Image data classification using Deep Neural Network |
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| Image data Classification using KNN, Tree, SVM, and linear regression l
<%

y.

l Training and Testing model |
7

l Comparing and Evaluation Models I

Fig 1. Proposed Methodology

7. Result And Discussion

o Image data and barcodes on the composition
of sensitive foodstuffs, especially instant
noodles, snack foods, based on BPOM (Food
and Drug Administration) data.

o Nutritional value standard data.

o Data on the characteristics of a healthy diet
and the types of food often consumed by
coastal communities are in accordance with
BPOM (Food and Drug Administration) and
Ministry of Health standards.

o Data on Dominant diseases that often suffer
from coastal communities. Furthermore,
image data analysis was carried out using the
deep learning method.

a. Data Collection Image and categorical
composition of Food Composition,
Nutritional Value, and food characteristics

In this phase, observations will be made from
literature, journals and previous research
regarding the composition of sensitive food
ingredients, nutritional values and people's diets.
The data collected is as follows:
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Fig 2. Dataset Categorical

b. Preprocesing dataset categorical Data Reduction is used to handle
missing values or missing and
incomplete data in the database as well
as cleaning data noise

In this phase, preprocessing of data is carried
out. For Categorical Data, there are 5 inputs,
namely composition, energy, calories, nutrition
and the target output is diseases. As for the image
data used data from food product packaging as
much as 155 data. The selection of critique criteria
from (Food and Drug Administration) and
Ministry of Health standards. In this phase, the
data that has been collected will be
preprocessed[10][11][12].

¢. Embedded data Image

Next is the embedded data image from 155 data
to 2048 image data to facilitate a better clustering
process. because the image will be seen from the
right side, top left and bottom.

09 22 10 4

photo 2022
oo

[
i =

Fig 3. Dataset Image
a. Clensing data to form a balanced
dataset according to the model and
system to be tested.
b. Data Transformation where the data
will be normalized and generalized.
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Fig 4. Dataset Embedded Image

d. Clustering data using Hierarchy Clustering
and K-Means

Furthermore, data clustering is carried out using

Hierarchical

Clustering

and

K-

Means[13][10][14] with the number of clusters 2
and the number of iterations being 300 with 2048

data.
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In the Clustering Process, it was found that the
grouping results were very good, in the sense that
the K — Means model could classify sweet and
salty food products very well.
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Fig 6. Clustering Models Of Sweet And Salty
Products

e. Image data classification using Deep
Neural Network

The next step is to classify the image data using
a Deep Neural Network with 2048 image data
as input. In the Neural Network method, the
activation function tanh, adam, with hidden
layers is 100, 100, 500.

W

Model  MEE RMSE MAE R
0007 0085 00c6 018
0014 018 0091 -Do0k
0008 0091 Q078 00
Newsal Network 0014 017 0089 0.4

LnearRegresson 0007 0086 0a7 013

Fig 7. Image Data Classification Using Deep
Neural Network
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f. Classification of image data using KNN,
Tree, SVM, and linear regression

Classification of image data uses other
methods such as KNN, , SVM, Linear
Regression, and Tree which will later train the
Hybrid Deep Neural Network model on the
system using hyperparameters, hidden layers
and activation functions[15][16][6]. From the
results of the analysis, it was found that for
Categorical data, the RMSE value of the KNN
model was 0.085, the MSE value was 0.007, the
MAE value was 0.068 and the R2 value was
0.158. Furthermore, the Tree model has the
RMSE value of 0.118, the MSE value is 0.014,
the MAE value is 0.091 and the R2 value is
0.608. Furthermore, the SVM model, the
RMSE value is 0.091, the MSE value is 0.008,
the MAE value is 0.078 and the R2 value is
0.044. Furthermore, the Neural Network RMSE
value is 0.117, the MSE value is 0.014, the
MAE value is 0.089 and the R2 value is 0.574.
and the last is linear regression, the RMSE
value is 0.086, the MSE value is 0.007, the
MAE value is 0.067 and R2 is 0.153. so that the
best model in this case is KNN which is 0.915
or 91, 5%. [8][17][18].

g. Categorical data classification using
neural Network, KNN, Tree, SVM , dan
linear regression
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Furthermore, for Hierarchy clustering,

excellent results were found with the number of
Clusters as much as 2 clusters, namely Sweet
and Salty, and more Salty clusters were seen
and for the results of disease classification,
more results were found for Hypertension with
the highest calorie content of sensitive
ingredients being Fat and Salt 36,56 %.

i. Comparing and Evaluation Models

Furthermore, Comparing and Evaluation of the
Model is carried out by looking at the RMSE,
MSE, MAE, Precision, Recall, AUC values,
CA values and F1 values

Modd  AUC CA Fl Preciion Recdl
(AN 05 04R 0454 0457 04%2
Tre 058 037 032 030 0376
S 0457 0419 037 0311 0419
NewalNetwork 0540 0398 030 0387 039%
NaveBayes 04 033 030  03% 0313
Logistic Regression 0,493 0409 0365  (0.349 0409

Figure 11. Result And Comparing Research

8. CONCLUSION

From the results of the analysis, it was
found that for Categorical data, the RMSE value
of the KNN model was 0.085, the MSE value
was 0.007, the MAE value was 0.068 and the
R2 value was 0.158. Furthermore, the Tree
model has the RMSE value of 0.118, the MSE
value is 0.014, the MAE value is 0.091 and the
R2 wvalue is 0.608. Furthermore, the SVM
model, the RMSE value is 0.091, the MSE
value is 0.008, the MAE value is 0.078 and the
R2 value is 0.044. Furthermore, the Neural
Network RMSE value is 0.117, the MSE value
is 0.014, the MAE value is 0.089 and the R2
value is 0.574. and the last is linear regression,
the RMSE value is 0.086, the MSE value is
0.007, the MAE value is 0.067 and R2 is 0.153.
so that the best model in this case is KNN which
is 0915 or 91, 5% Furthermore, for
Categorical, the results are that the KNN
precision value is 0.457, then the Tree precision
value is 0.390, for the SVM method the
precision value is 0.311, the Precision Neural
Network value is 0.387, the nave Bayes
precision value is 0.336 and the logistic
Regression is 0.349 and the highest precision
value is for this case is KNN. Furthermore, for
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Hierarchy clustering, very good results were
found with the number of Clusters as much as 2
clusters, namely Sweet and Salty, and more
Salty clusters were seen and for hypertension
disease, the highest calorie content of sensitive
ingredients was Fat and Salt 36.56%. It is
known that the DeepNeural Network can
analyze sensitive food ingredients in food
product samples using the hybrid Neural
Network method and the accuracy of the Hybrid
Deep Neural Network method analysis on
sensitive food ingredients contained in Food
Product Samples is 91,5%.[19][20] . strengths
and weakness from the result is Strengths of the
Research are known that the Deep Hybrid
Neural Network can classify with an accuracy
rate of 91.5% by studying cases of sensitive
material samples of food products and
Weakness of the Research is that currently the
number of criteria used still uses image data and
categorical data and it is still possible to use
other data and analysis methods.

9. FUTURE RESEARCH

For further research, more than 2 clusters can be
used and increase the number of criteria to be
able to further increase the accuracy value of
this case. Furthermore, the implementation of
this Hybrid Method can be carried out in
applications such as mobile applications to
make it easier for users to detect sensitive
ingredients in packaged food products.
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