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ABSTRACT 

 

Privacy-preservation is a challenging issue with the increasing volumes of published data. To overcome such 
issues in data publishing, different methods of reduced risks related to published data have been developed. 
However, it has a vital problem to protect the users’ sensitive data in a publication. Since the attacker may 
hack the user data. Therefore, the Deep Learned Kernel Spectral Clustering-based Pearson Rank Proximity 
Swapping Anonymization (DLKSC-PRPSA) technique is developed for improving the data privacy 
preservation rate with lesser information loss. The proposed DLKSC-PRPSA technique collects the number 
of records from the dataset. Then the DLKSC-PRPSA technique trained the input records with several layers 
namely the input layer, two hidden layers, and the output layer. The numbers of records are given to the input 
layer of deep neural learning. Then the input is fed into the first hidden layer to group the records into different 
clusters using a radial basis kernelized spectral clustering technique. The clustered results are transformed 
into the next hidden layer. In the second hidden layer, the Pearson rank proximity swapping anonymization 
method is applied for interchanging the value of sensitive attributes to protect the original information. 
Finally, the anonymized results are obtained at the output layer for further processing. Experimental 
evaluation is carried out with adult datasets using different metrics such as privacy preservation rate, 
anonymity level, information loss, and time complexity. The experimental result confirms that the DLKSC-
PRPSA technique efficiently increases the privacy preservation rate, anonymity level and minimizes the time 
complexity as well as information loss of data anonymization than the state-of-the-art methods. 
 
Keywords:  Privacy Preservation, Data Publishing, Deep Learning, Radial Basis Kernelized Spectral 

Clustering, Pearson Rank Proximity Swapping Anonymization Method. 
 

1. INTRODUCTION  
 
 With the increasing accessibility of public 
open data, security has become a very important 
concern for publishing. However, there are a large 
number of risks in data publishing platforms. The 
attackers may gain the knowledge to access the 
published statistical data and discover particular 
individual’s information, which may cause more 
information loss. To address this problem, a deep 
learning-based approach is developed for privacy-
preserving data publishing in this paper. 
 
 A Restricted Sensitive Attributes-based 
Sequential Anonymization (RSASA) method was 
introduced in [1] for enhancing the data stream 
publication with privacy protection. The designed 
method failed to achieve a higher privacy rate with 

minimum time complexity.  A Sensitive Label 
Privacy Preservation with Anatomization (SLPPA) 
method was developed in [2] to preserve the 
privacy of available data. But the method failed to 
preserve the privacy of available data with more 
sensitive attributes.  
 
 A data sanitization approach was developed 
in [3] for protecting the user sensitive information 
from the attackers. The designed approach did not 
minimize the time complexity for privacy 
preservation. A multi-probing Locality-Sensitive 
Hashing (LSH) technique was developed in [4] to 
guarantee the protection of recommender systems. 
But the performance of privacy preservation of the 
approach was not measured.  
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 A two sanitization approach was introduced 
in [5] for ensuring latent-data privacy. The method 
failed to use an efficient anonymization method to 
further enhance the data privacy. An item-based 
Collaborative Filtering (ICF) method was 
introduced in [6] by combining the locality-
sensitive hashing technique to enhance secure data 
publishing. But the method failed to investigate the 
multiple types of quality data.  A novel 
personalized extended (𝛼, k)-anonymity method 
was introduced in [7] to provide efficient data 
privacy. Though the method minimizes the 
execution time, the performance of information loss 
remained unsolved.                                                                                                                                                                                                                                              
 
 A Multilevel Privacy-Preserving Data 
Sharing (MPPDS) approach was developed in [8] 
for the group of health data shared by different data 
owners. The performance of the privacy 
preservation rate was not improved.  A Role-Task 
Conditional Purpose Policy-based protection 
method was introduced in [9] for improving data 
privacy. But the method failed to process the 
multiple records with minimum time. A Secure and 
Efficient data perturbation Algorithm using Local 
differential privacy (SEAL) was designed in [10] to 
provide higher privacy and utility. The algorithm 
takes more timestamps and latencies to provide the 
privacy of data records. 
 
 From the above discussion, the limitations 
of the existing methods are overcome by 
introducing a DLKSC-PRPSA technique. The 
major contribution of the DLKSC-PRPSA 
technique is described as follows, 
 

 A privacy-aware structural data 
publishing technique is developed called 
as DLKSC-PRPSA to protect the 
unreleased data privacy effectively as well 
as guaranteeing the minimum information 
loss.  

 
 First, the radial basis kernelized spectral 

clustering is applied to the hidden layer of 
deep neural learning to group the records 
into multiple clusters. The radial basis 
kernel function is applied to measure the 
similarity between the two records and 
applying the k-means algorithm to cluster 
the records. This helps to minimize the 
time complexity of data anonymization.  

 

 Secondly, the Pearson rank proximity 
swapping anonymization is applied to 
preserve the data privacy. For each cluster, 
the sensitive attribute information is 
interchanged based on Pearson correlation 
measure. The anonymized results are 
obtained at the output layer. This helps to 
improve the data privacy preservation rate 
and minimizes the information loss.      

 
1.1 Outline Of The Paper 

 
The paper is organized into five 

different sections. In Section 2, the proposed 
methodology DLKSC-PRPSA technique is 
explained with the help of the architecture 
diagram. In Section 3, experimental settings are 
described and the performance results of different 
techniques are presented in Section 4. Section 5 
discusses the related works.  Finally, section 6 
shows the conclusion of the paper. 

 
2. DEEP LEARNED KERNEL SPECTRAL 

CLUSTERING-BASED PEARSON RANK 
PROXIMITY SWAPPING 
ANONYMIZATION    

 
 A Deep Learned Kernel Spectral 
Clustering-based Pearson Rank Proximity Swapping 
Anonymization (DLKSC-PRPSA) technique is 
introduced for protecting the privacy with the 
increasing volumes of published data. The deep 
learning-based technique effectively improves data 
privacy through the two major processes namely 
clustering and anonymization. The clustering 
process minimizes the time complexity of the data 
anonymization. The data anonymization process is 
considered as the main process in data publishing 
that aims to hide sensitive information for further 
data analysis and utilization. The architecture of the 
DLKSC-PRPSA technique is shown in figure 1.  
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Figure 1 Architecture Of DLKSC-PRPSA Technique 

 
 Figure 1 shows the architecture of the 
proposed DLKSC-PRPSA technique to achieve 
privacy preservation on published data. As shown in 
above Figure 1, at first the numbers of records are 
collected from the dataset. Then, the input records 
are divided into a number of clusters. The proposed 

DLKSC-PRPSA technique uses deep learning for 
both clustering the records and data anonymization 
for publishing. Thus, the proposed technique 
enhances the accuracy of privacy preservation with 
lesser information loss.  The structure of the deep 
learning-based approach is shown in figure 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 Structure Of The Deep Neural Learning 
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Figure 2 illustrates the structure of the deep neural 
learning with the number of records taken from the 
dataset. The deep neural learning is a type of 
machine learning methods that uses more than one 
layer such as one input layer, two hidden layers and 
one output layer to process the raw input (i.e. 
records). The word "deep" represents the number of 
layers in the network by which the input records is 
transformed from one level to another. Hence the 
deep learning is called a layer-by-layer method.  
Each level of the network learns the input records 
and its transformed into the next layers. The deep 
neural learning includes the neurons-like the nodes 
into different layers. The nodes in the one layer are 
fully connected to the subsequent layers and perform 
the deep learning of input data hence the name is 
called deep neural learning. The numbers of records 
rଵ, rଶ, rଷ … . r୬ are given to the input layer at a time‘t’ 
i.e. 𝑖(𝑡) . The input layer of the deep learning is 
expressed as, 
 

𝑖(𝑡) = ∑  r୧ ∗௡
௜ୀଵ bଵ    (1) 

 Where, 𝑖(𝑡) represents the input at a 
time‘t’, r୧ denotes a number of records, bଵ denotes 
an adjustable weights between the input and first 
hidden layer. In the DLKSC-PRPSA technique, two 
hidden layers are used for preserving the privacy of 
the data. In the first hidden layers, the clustering is 
performed to group the records. Here the radial basis 
kernelized spectral clustering technique is applied in 
the first hidden layer. The radial basis kernel is 
applied for calculating the similarity between two 
records.   
 

𝑘൫𝑟௜ , 𝑟௝൯ =  exp ቀ−0.5 ∗
௧೔ೕ

ఙమቁ (2) 

 
 Where,  𝑘൫𝑟௜ , 𝑟௝൯ represents the radial 
basis kernel function measure the similarity between 
the pair of records (𝑟௜ , 𝑟௝) in Euclidean space, 𝜎 
denotes a deviation and  𝑡௜௝ denotes a  distance 
between the pair of records which is measured as 
follows, 
 

𝑡௜௝ = ฮ𝑟௜ − 𝑟௝ฮ
ଶ
 (3) 

 
 From (3), 𝑡௜௝ represents a Euclidean 
distance between the two records  𝑟௜ and 𝑟௝. Based on 
the distance measure, the weight matrix 𝑣௜௝  is 
constructed. Then the unnormalized Laplacian 
matrix is constructed with the weight matrix,  
 

𝑁𝐿௜௝ = 𝑔௜௝ − 𝑣௜௝    (4) 
 

 Where, 𝑁𝐿௜௝  denotes a unnormalized 
Laplacian matrix, 𝑔௜௝ denotes a diagonal matrix, 𝑣௜௝  
 denotes a weight matrix. Followed by, the diagonal 
matrix is constructed with the degrees 
dଵ, dଶ, dଷ, … . d୬ on the diagonal as given below,  
 

 𝑔௜௝ =

⎣
⎢
⎢
⎡
dଵ

dଶ

 ⋱
d୬⎦

⎥
⎥
⎤

   (5) 

 
 Where, 𝑔௜௝represent a diagonal matrix with 
a size of 4𝑋 4. Then the normalized Laplacian 
matrix is constructed as given below, 
 

 L୧୨ (𝑛) =
ଵ

௚೔ೕ
భ/మ  𝑘 𝑔௜௝

ିଵ/ଶ   (6) 

 
 Where, L୧୨ (𝑛) denotes a normalized 
Laplacian matrix, 𝑔௜௝is a diagonal matrix,  𝑘 
represents a kernel function to measure the 
similarity. Therefore, the normalized Laplacian 
matrix is constructed with the Eigen vectors ‘𝑣’ and 
eigen values ‘𝑛’. Let us consider the matrix ‘M୧୨’ 
whose columns are the eigenvectors equal to the ‘n’ 
smallest Eigen values. Therefore, the new matrix 
U୧୨ is constructed as given below,   
 

  𝑈௜௝ =
୑౟ౠ

∑ ୑౟ౠ
 (7) 

 
  Where 𝑈௜௝   denotes a new matrix, rows of 
the matrix ‘M୧୨’ as a collection of ‘n’ data and it 
grouped into ‘k’ number of clusters by applying the 
k-means algorithm. By applying the k-means 
algorithm, the ‘k’ number of clusters and centroid is 
initialized. Then the records are grouped by using the 
following equation,    
 

  𝑌 = arg min ∑ ∑ ฮ𝑟௜ − 𝑐௝ฮ
ଶ௡

௝ୀଵ
௡
௜ୀଵ  (8) 

 
 Where  𝑌 represents the output of 
clustering, 𝑎𝑟𝑔 𝑚𝑖𝑛 denotes argument of the 
minimum function to find the minimum distance 
between the records (𝑟௜) and cluster centroid (𝑐௝). 

ฮ𝑟௜ − 𝑐௝ฮ
ଶ
 is the squared distance between the 

records and cluster centroid. Similarly, the record 
which is closer to the centroid is grouped into cluster 
‘𝑗’ if and only if a row of the matrix is assigned to 
cluster j. In this way, all the records are grouped into 
the particular cluster in order to minimize the time 
and information loss of anonymization.  
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 Data anonymization    
  
 The clustering results are transferred into 
the next hidden layer for data anonymization to 
protect the data.  Data anonymization is applied for 
preserving the confidential or sensitive user 
information. This is also called as data masking.  The 
proposed DLKSC-PRPSA technique uses the 
Pearson rank proximity swapping anonymization 
method for creating the anonymized data to preserve 
privacy. Pearson rank proximity swapping is a 

process of interchanging the neighborhood values of 
attributes across the records. Here the proximity 
refers to the neighborhood attribute values. In order 
to find the neighborhood, the correlation between the 
attribute values is measured. Based on the 
correlation, the attribute values are ranked and 
perform the swapping. The swapping based data 
anonymization provides the accurate results of data 
protection and minimizes information loss. The 
process of the Pearson rank proximity swapping 
anonymization method is shown in figure 3.

 
 
 

 

 

 

 

 

Figure 3 Block Diagram Of Pearson Rank Proximity Swapping Anonymization 

 

 Figure 3 illustrates a block 
diagram of the Pearson rank proximity swapping 
anonymization. Let us consider the number of 
attribute values A୵ଵ, A୵ଶ, … . A୵୬ in the ‘j’ number 
of clusters cଵ, cଶ, … c୨ . The Pearson correlation 
between the attribute values are calculated as 
follows,  

 
                                𝑃௥ =

∑ ୅౭భ୅౭మି
(∑ ఽ౭భ)(∑ ఽ౭మ)

೙

ඨቆ∑ ୅౭భ
మି

(∑ ఽ౭భ)
మ

೙
ቇ  ൬∑ ୅౭మ

మି
(∑ ఽ౭మ)మ

೙
൰  

 ……. (9) 

 
Where, 𝑃௥  represents the Pearson 

correlation coefficient, 𝑛 denotes the number of 
attributes, A୵ଵ, A୵ଶ are the two attribute values, 
 ∑ A୵ଵA୵ଶ refers to the sum of the product of paired 
score, ∑ A୵ଵ is the sum of A୵ଵscore,  ∑ A୵ଶ is the 
sum of A୵ଶ score, ∑ A୵ଵ

ଶ is the sum of the squared 
score of A୵ଵ and ∑ A୵ଶ

ଶ is the sum of the squared 
score of A୵ଶ. The coefficient provides the 
correlation value between −1 and +1.  Based on the 
correlation, sensitive attributes columns are first 
ordered i.e. ranked. After ranking, the highly 

correlated columns are considered as neighborhood. 
Then the swapping is carried out between the two 
neighborhood attribute values to preserve the 
privacy of the data.    

 
 Data swapping is a methodology is more 
effectively used for creating the anonymized data 
that also used to minimizing the information loss 
since it avoids the data deletion. Finally, the 
swapped results are obtained at the hidden layer,  

 
 ℎ(𝑡) = 𝑏ଵ ∗ 𝑟௜  (𝑡) + 𝑏୦ ∗ ℎ(𝑡 − 1)   (10) 

 
Where, ℎ(𝑡)denotes a hidden layer output 

at a time ‘t’. Here, ‘ℎ(𝑡 − 1)’ represents a output of 
previous hidden layer and ‘𝑏୦’ denotes a weights of 
the hidden layer, 𝑏ଵ denotes a weight between input 
and hidden layer, 𝑟௜  (𝑡)represents the input records. 
In the output layer, the anonymized results are 
obtained. Let us consider the two sensitive attribute 
𝑎 and 𝑏 are swapped independently as follows,  

 
𝑠(𝑎, 𝑏) = 𝑦 (𝑡)  =  (𝑏, 𝑎)   (11) 
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Where 𝑦 (𝑡) denotes an output layer, 
𝑠(𝑎, 𝑏) denotes a swapping of two attribute values in 
the cluster. This anonymized data only known to the 
controller. As a result, the sensitive attributes values 
within the cluster are protected and hence it 
improves the privacy preservation rate. The step by 
step process of proposed DLKSC-PRPSA technique 
is described as follows,    

 
Input: Dataset,  Number of records 

𝑟ଵ, 𝑟ଶ, 𝑟ଷ … , 𝑟௡ 
Output: Obtain higher privacy preservation rate 
Begin 
1. Given the input dataset into input layer 𝑖(𝑡) 

\\ first hidden layer  
2.        Measure the radial basis kernel between 

two records 𝑘 (𝑟ଵ, 𝑟ଶ)   
3.        Construct unnormalized Laplacian 

matrix 𝑁𝐿௜௝  with the diagonal matrix 
𝑔௜௝  and weight matrix 𝑣௜௝  

4.        Find the first ‘k’ eigenvectors   
5.        Construct normalized Laplacian 

matrix L୧୨ (𝑛) 
6.         Define ‘𝑘’ number of clusters  
7.           for each cluster  
8.                Initialize the mean value 𝜇௝ 
9.                Group data 𝑟௜ into clusters 𝑗 with 

arg min ∑ ∑ ฮ𝑟௜ − 𝑐௝ฮ
ଶ௡

௝ୀଵ
௡
௜ୀଵ  

10.         end for 
\\ Second hidden layer 
11. For each attribute value in clustering 

results 
12.         Measure the correlation 𝑃௥  
13.         Rank the attribute columns   
14.         Find the neighborhood  
15.         Swap the two attributes 𝑠(𝑎, 𝑏) =

𝑦 (𝑡) 𝑖. 𝑒 (𝑏, 𝑎) 
16.        Generate anonymized data at the output 

layer 
17. end for 

End  
 

Algorithm 1 Deep Learned Kernel Spectral 
Clustering-based Pearson Rank Proximity 

Swapping Anonymization 
 

 Algorithm 1 describes the step by step 
process of deep learning-based privacy preservation 
for data publishing. The number of records in the 
dataset is considered as input and it was given to the 
input layer. Then the inputs are fed into the first 
hidden layer. In the hidden layer, the clustering is 
performed to group similar data for minimizing the 
anonymization time for privacy preservation. The 

clustering results are transformed into the second 
hidden layer. In the second hidden layer, the data 
anonymization is carried out to protect the sensitive 
attribute values by applying the Pearson correlative 
rank proximity swapping anonymization method. 
The two neighboring columns get interchanged and 
the intruder difficult to know the specific values of 
the variable. As a result, the data privacy 
preservation rate gets improved with lesser 
information loss.  
 
3. EXPERIMENTAL SETTINGS  

 
 An experimental evaluation of the proposed 
DLKSC-PRPSA technique and existing methods 
RSA-SA approach [1] and SLPPA [2] are 
implemented in the Java language. The Adult Data 
Set (https://archive.ics.uci.edu/ml/datasets/Adult  is 
used for conducting the experiments with 14 
attributes. These attributes values are preserved for 
data publishing by swapping the column's values.  
The dataset includes 32561 instances. The objective 
of the dataset is to predict the person's income 
exceeds 50k per year. The attributes characteristics 
are an integer and categorical and dataset 
characteristics are multivariate. Totally ten different 
runs are carried out with the number of records (i.e. 
instances) taken in the range from 500 to 5000.  The 
experimental evaluation is conducted with different 
performance metrics such as privacy preservation 
rate, anonymity level, time complexity, and 
Information loss.    
 
4. RESULTS AND DISCUSSION  

 
 The experimental results of the proposed 

DLKSC-PRPSA technique and existing methods 
RSA-SA approach [1] and SLPPA [2] are discussed 
with certain parameters such as privacy preservation 
rate, anonymity level, information loss and time 
complexity based on the number of records taken 
from the adult dataset. The performances of the 
proposed technique against the existing methods are 
discussed using graphical representation. 

 
4.1  Performance Results Of  Privacy 

Preservation Rate 
The privacy preservation rate is defined as 

the ratio of a number of records preserved from the 
others i.e. attackers to the total number of records 
taken as input. The formula for calculating the 
privacy preservation rate is given below,   

 

𝑅௣௣ = ቀ
ேು  

௡
ቁ ∗ 100  (12) 
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 Where 𝑅௣௣   represents privacy 
preservation rate, 𝑛 denotes a total number of 
records, 𝑁௉  is the number of records preserved from 
the others. The privacy preservation rate is measured 
in the unit of percentage (%).   
 

Mathematical calculation: 
 

 Existing RSA-SA: Let us consider the total 
number of records is 500 and the records 
preserved from others are 400. The overall 
privacy preservation rate is estimated as 
follows, 
 

𝑅௣௣ = ൬
400

500
൰ ∗ 100 = 80% 

 

 Existing SLPPA: Let us consider the total 
number of records is 500 and the records 
preserved from others are 410. The overall 
privacy preservation rate is estimated as 
follows, 
 

𝑅௣௣ = ൬
410

500
൰ ∗ 100 = 82% 

 
 Proposed DLKSC-PRPSA: Let us 

consider the total number of records is 500 
and the records preserved from others are 
435. The overall privacy preservation rate 
is estimated as follows, 
 

𝑅௣௣ = ൬
435

500
൰ ∗ 100 = 87% 

 

 
Figure 4 Privacy Preservation Rate Versus Number of Records 

 

From the above figure, the performance 
results of data privacy preservation rate with the 
number of records taken in the range of 500-5000. 
The graphical results show that the privacy 
preservation rate of three methods namely the 
DLKSC-PRPSA technique and existing methods 
RSA-SA approach [1] and SLPPA [2] are obtained 
with three different colors namely green, violet and 
orange respectively.  From the results, the data 
privacy preservation rate of DLKSC-PRPSA 
technique is higher than the other two existing 
methods. This significant improvement is achieved 

by applying the swapping anonymization method. 
The swapping is an anonymization method that 
effectively interchanging the attribute value in the 
records using the Pearson ranks proximity method 
for preserving the data privacy within the cluster. 
Based on the Pearson correlation coefficient value, 
the attribute values are interchanged and protect the 
original information from the others. This, in turn, 
achieves a higher privacy preservation rate.    
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87% whereas, 80% and 82% privacy preservation 
rate are obtained using the DLKSC-PRPSA, RSA-
SA approach [1] and SLPPA [2]. Ten various results 
of the privacy preservation rate are obtained with 
respect to a number of records. The average 
comparison results evidently prove that the privacy 
preservation rate is found to be improved by 8% as 
compared to the RSA-SA approach [1] and 5% as 
compared to SLPPA [2]. 

 
4.2 Performance Results Of Anonymity 

Level 
 

Anonymity level is measured as the 
ratio of the size of the record that maintained the 
anonymity to the size of the record. Mathematically 
the anonymity level is computed using the 
following equation,    

 

𝐴𝑡௟ =  ቀ
஺ ೞ೔೥೐

௥ ೞ೔೥೐
ቁ ∗ 100  (13) 

 
Where 𝐴𝑡௟ denotes an anonymity level, 

𝑟௦௜௭௘ represents a size of the records,  𝐴 ௦௜௭௘ represents 
the size of the record that maintained the anonymity. 
The anonymity level is measured in the unit of 
percentage (%).  

Mathematical calculation: 

 
 Existing RSA-SA: Let us consider the total 

size of the record is 100𝑀𝐵 and the size of 
the record that has maintained anonymity is 
76𝑀𝐵. Then, the anonymity level is 
calculated as follows, 
 

𝐴𝑡௟ = ൬
76𝑀𝐵

100𝑀𝐵
൰ ∗ 100 = 76% 

 
 Existing SLPPA: Let us consider the total 

size of the record is 100𝑀𝐵 and the size of 
the record that has maintained anonymity is 
79𝑀𝐵. Then, the anonymity level is 
calculated as follows, 
 

𝐴𝑡௟ = ൬
79𝑀𝐵

100𝑀𝐵
൰ ∗ 100 = 79% 

 Proposed DLKSC-PRPS: Let us consider 
the total size of the record is 100𝑀𝐵 and 
the size of the record that has maintained 
anonymity is 82𝑀𝐵. Then, the anonymity 
level is calculated as follows, 
 

𝐴𝑡௟ = ൬
82𝑀𝐵

100𝑀𝐵
൰ ∗ 100 = 82% 

 
 

Figure 5 Anonymity Level Versus The Size of Records 
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Figure 5 given above illustrates the performance of 
the anonymity level under various sizes of records 
which ranged from 100 MB to 1000 MB.  The 
graphical results clearly show that the Anonymity 
level of the proposed DLKSC-PRPS technique is 
found to be higher than the other two existing 
anonymization methods. The deep learning-based 
clustering and anonymization method is applied in 
the DLKSC-PRPS technique to maintain the privacy 
level. The clustering technique minimizes the 
information loss and preserves anonymized 
information of data publishing. The number of 
attribute values in each group maintains the 
anonymized information for protecting the original 
data from the attacker. Totally ten different results of 
anonymity level are obtained for three different 
methods. The results of the proposed technique are 
compared to the existing methods. The average of 
comparison results evidently proves that the 
anonymity level of the DLKSC-PRPS technique is 
said to be improved by 7% and 5% when compared 
to the existing RSA-SA approach [1] and SLPPA [2] 
respectively.  

   
4.3 Performance Results Of Time 

Complexity  
 

The time complexity is defined as an 
amount of time taken by the algorithm to anonymize 
the given record for privacy-preserving data 
publishing. The formula for calculating time 
complexity is given below,  

 

𝐶௧௜௠௘ = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 ∗
𝑇 ( 𝑎𝑛𝑜𝑛𝑦𝑚𝑖𝑧𝑒 𝑜𝑛𝑒 𝑟)     (14) 

 
 Where 𝐶௧௜௠௘ represents the time 
complexity, ‘T’ denotes a time taken to anonymized 
one record 𝑟. The time complexity is measured in 
terms of a millisecond (ms). 

Mathematical calculation: 
 

 Existing RSA-SA: Let us consider the 
number of records is 500 and the time for 
anonymizing one record is 0.045𝑚𝑠. 
Therefore the overall time complexity is 
measured as follows,  
 

𝐶௧௜௠௘ = 500 ∗ 0.045𝑚𝑠
= 22.5𝑚𝑠~23𝑚𝑠 
 

 Existing SLPPA: Let us consider the 
number of records is 500 and the time for 
anonymizing one record is 0.042𝑚𝑠. 
Therefore the overall time complexity is 
measured as follows,  
 

𝐶௧௜௠௘ = 500 ∗ 0.042𝑚𝑠 = 21𝑚𝑠 
 

 Proposed DLKSC-PRPS: Let us consider 
the number of records is 500 and the time 
for anonymizing one record is 0.036𝑚𝑠. 
Therefore the overall time complexity is 
measured as follows,  

𝐶௧௜௠௘ = 500 ∗ 0.036𝑚𝑠 = 18𝑚𝑠 

 
Figure 6 Time Complexity Versus The Number of Records 
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Figure 6 depicts the comparison of time 
complexity versus a number of records. From the 
graphical results, the numbers of records are given 
as input to the horizontal axis, the performance 
results of time complexity are obtained at the vertical 
axis. The comparison of the time complexity is 
minimized using the DLKSC-PRPS technique. This 
is because of applying the radial basis kernelized 
spectral clustering at the hidden layer. The deep 
learning approach effectively performs the 
clustering of input records into different groups.  The 
input layer receives the dataset for data 
anonymization.  While processing the whole dataset, 
the technique takes more time to anonymize the data. 
Therefore, the DLKSC-PRPS technique initially 
performs the clustering process in the hidden layers. 
The clustering algorithm groups similar data. 
Followed by, the rank swapping anonymization 
method is applied to protect the data. The 
comparison result of three methods evidently proves 
that the DLKSC-PRPS technique minimizes the time 
complexity by 15% and 8% as compared to two 
state-of-the-art methods.  
 

4.4 Performance Results Of Information Loss 
 

 Information loss of anonymization is 
measured as the ratio of the difference between the 
total number of records taken as input and the 
number of records received with higher privacy to 
the total number of records. The information loss is 
mathematically computed as follows. 
 

𝐿𝑜𝑠𝑠௜௡௙ =
(௡ି௡ೃು)

ே௨௠௕௘௥ ௢௙ ௥௘௖௢௥ௗ௦
∗ 100     (15) 

  Where 𝐿𝑜𝑠𝑠௜௡௙  represents an Information 
loss, 𝑛 denotes a total number of records,  𝑛ோ௉ 
denotes a number of records received with higher 
privacy. The information loss is measured in terms 
of percentage (%).   

 
Mathematical calculation: 
 

 Existing RSA-SA: Let us taken as a total 
number of records is 500 and the number of 
records received with higher privacy is 400. 
Then the Information loss is 
mathematically calculated as follows, 
 

𝐿𝑜𝑠𝑠௜௡௙ = ቀ
ହ଴଴ିସ଴଴  

 ହ଴଴
ቁ ∗ 100 = 20%  

 
 Existing SLPPA: Let us taken as a total 

number of records is 500 and the number of 
records received with higher privacy is 410. 
Then the Information loss is 
mathematically calculated as follows, 
 

𝐿𝑜𝑠𝑠௜௡௙ = ቀ
ହ଴଴ିସଵ଴  

 ହ଴଴
ቁ ∗ 100 = 18%  

 
 Proposed DLKSC-PRPS: Let us taken as 

a total number of records is 500 and the 
number of records received with higher 
privacy is 435. Then the Information loss is 
mathematically calculated as follows, 
 

𝐿𝑜𝑠𝑠௜௡௙ = ቀ
ହ଴଴ିସ   

 ହ଴଴
ቁ ∗ 100 = 13% 

 
Figure 7 Information Loss Versus Number of Records 
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                The experimental results of information loss 
versus a number of records are shown in figure 7.  
The figure clearly depicts the information loss is 
found to be minimized using the DLKSC-PRPS 
technique. The clustering process before the data 
anonymization minimizes the information loss. In 
addition, the rank swapping anonymization 
measures the Pearson correlation between the 
attribute values.  Rank swapping provides accurate 
anonymization results about the trade-off between 
information loss and data protection. It also useful 
for protecting the multiple sensitive attributes 
values, therefore, it effectively anonymized the 
original information and minimizes the information 
loss. The mathematical evaluation shows that the 
performance of information loss using DLKSC-
PRPS is minimized. The comparison results show 
that the information loss in data anonymization is 
reduced using the DLKSC-PRPS technique by 48% 
compared to [1] and 40% compared to [2]. 

 
    The above-discussed results of the various 

performance metrics clearly show that the DLKSC-
PRPS technique effectively improves the privacy 
preservation of data publishing with minimum time 
and minimum information loss.  

 
5. RELATED WORKS  

 
  Privacy is a significant concern in the 
publication of datasets that includes sensitive 
information. The several methods have been 
developed for preventing privacy and offering useful 
information to legal users.  
 
 A conditional probability distribution and 
machine learning-based data privacy-preserving 
approach were developed in [11]. But the approach 
failed to use the anonymization method for 
achieving a higher privacy preservation rate. A 
Privacy-Preserving Tabular Data Publishing 
(PPTDP) with the data anonymization approach was 
introduced in [12] to provide accurate protection. 
However, the performance of information loss was 
not reduced.  
 
 A privacy-preserving content-based 
publish/subscribe (PCP) method was developed in 
[13] to guarantee the differential privacy and 
security. But the method failed to use the clustering-
based privacy-preservation to minimize the 
processing time. A k-anonymity technique was 
introduced in [14] for ensuring the privacy of big 
data and balancing the data utility. The technique 

failed to calculate its complexity of data 
anonymization.    
 
 A customizable and continuous privacy-
preserving social media data publishing method was 
introduced in [15] for efficiently protecting the user 
data. The method failed to consider more records 
with continuous values.  A novel anonymization 
method was introduced in [16] for improving the 
privacy and anonymous data utility during the e-
health data publishing. The designed method failed 
to use more sensitive attributes for data 
anonymization.  
 
 A new on-line spatial-temporal k-
anonymity model was developed in [17] for 
protecting the data from the attacks. The method 
failed to resist the attacks using large-scale data. A 
privacy-aware structural data publishing approach 
was introduced in [18] for protecting the data from 
the attacks. But the data privacy protection with 
multiple attributes was not performed.   
 
 A graph-based multifold method was 
introduced in [19] to perform data anonymization 
with attributes of various types. The clustering-based 
fuzzy algorithm was applied for protecting the data 
and minimizing the time complexity but the 
anonymity level was not improved.  A Merging 
method was developed in [20] using l-diversity 
privacy requirements to preserve data privacy before 
the publication. Though the method reduces the 
information loss, the time complexity was not 
minimized.   
 
6. CONCLUSION  

 
  An efficient deep learning technique called 
DLKSC-PRPS is introduced for enhancing the 
privacy preservation of data publishing. In 
DLKSC-PRPS technique, mainly focused on 
grouping the records into the several clusters for 
data anonymization using the radial basis 
kernelized spectral clustering technique. After 
grouping the records, the data anonymization is 
carried out by applying the rank swapping based on 
the Pearson correlation measure. Based on the 
swapping of sensitive attribute values, the original 
information is preserved and securely publishing 
the data. As a result, the deep learning approach 
efficiently performs the data anonymization with 
minimum time. The performance of the DLKSC-
PRPS technique is tested with parameters such as 
privacy preservation rate, anonymity level, 
information loss and time complexity using the 
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adult dataset. The experimental results demonstrate 
that the DLKSC-PRPS technique provides better 
performance in terms of privacy preservation rate, 
anonymity level and minimizes the information 
loss as well as time complexity when compared to 
state-of-the-art works.  
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