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ABSTRACT 
 

COVID-19 has been a major threat to Indonesians and the world in many life aspects. Therefore, it is 
important to predict the covid-19’s new cases and death accurately to anticipate the rise of covid-19 cases. 
The goal of the research is to develop the time-series prediction model to predict the number of Indonesia's 
COVID-19 new cases and death. In this research, we conduct to cluster the locations of data before the 
prediction process. The creation of clustering model is done as the early step before COVID-19 prediction 
because of so many data variations exists across the 34 provinces. We use K-Means Dynamic Time 
Warping (DTW) method to cluster the provinces and some comparison in machine learning and deep 
learning approach for prediction model as much as the number of clusters. The LSTM is chosen as the deep 
learning approach where we compare between the benchmark from previous research and our proposed 
model, together with Support Vector Regressor (SVR) as the machine learning approach. Indonesia’s 
public COVID-19 data with periods from 1 March 2020 to 3 December 2021 is used for training and testing 
the model. The experiment results show the best number of clusters is three, and from RMSE and MAE, 
our new cases and new deaths model have lower error and less overfit. The proposed model improved 
29.11% higher for RMSE and 42.55% for MAE respectively than the SVR. While it achieves 20.22% 
improvement for RMSE and 16.24% for MAE respectively than the state-of-the-art LSTM. 

Keywords: COVID-19, Prediction, Time series, Long Short Term Memory, Data Mining 
 
1. INTRODUCTION  
 

COVID-19 has been a major threats to the world 
in many life aspects [1].When Indonesia confirms 
its first case of COVID-19 at March 2020, the weak 
health control in Indonesia leads to the massive 
spread of COVID-19 in Indonesia and caused the 
crisis in economics, health, and political aspects. 
This eventually forces the Indonesia’s government 
to put a high priority on handling the economy in 
the face of the COVID- 19 viruses, known as the 
'new normal' policy which was established in June 
2020 [2]. Knowing the large impact of COVID-19, 
according to Central Disease Centre (CDC), 
prediction tools will be very helpful in predicting 
the number of transmissions, deaths, and 
hospitalizations. Several studies have been 
conducted to predict the number of COVID-19 with 
a machine learning approach. Muhammad, et al. 
compared several models in the form of Decision 
Tree, Random Forest, Logistic Regression Random 
Forest, and K-Nearest Neighbor using python to 

predict the number of cases COVID-19 with 
Decision Tree results that have the best 
performance [3]. Ayyoubzadeh, et al. developed a 
Long Short Term Memory (LSTM) to predict covid 
time series data. The result is a Root Mean Square 
Error (RMSE) of 7.562 for Linear Regression and 
27.187 for LSTM [4]. Ballı, S. developed Random 
Forest, Linear Regression, Multilayer Perceptron, 
and Support Vector Machine (SVM) to predict 
time-series data of COVID-19 cases in Germany, 
America, and the world. As a result, SVM gives the 
best prediction results with the lowest Root Mean 
Square Error (RMSE), Absolute Percentage Error 
(APE), and Mean Absolute Percentage Error 
(MAPE) [5]. From these studies, the amount of 
research to predict COVID-19 cases in Indonesia is 
very rare, as evidenced by most of the predicted 
COVID-19 data are data from western countries, 
like USA, the European continent, and there is one 
from Iran. Knowing the difference in policies for 
each country (including Indonesia) in dealing with 
COVID-19 which will also affect the pattern of the 
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number of COVID-19 cases, it is important to be 
able to look at the prediction model for the number 
of COVID-19 in Indonesia so that the best 
prediction model can be used in Indonesia in 
dealing with the pandemic. Of course, we need to 
use a model that works best in handling time series 
data. Ayyoubzadeh, et al. said that LSTM works 
best in predicting time series data [4], [6] because 
LSTM stores the previous prediction results to 
predict the data in the next timestep so that it can 
provide accurate prediction results. Therefore, the 
implementation of this research is to use the 
development of the LSTM model. The LSTM 
models will be compared with SVR and LSTM 
from Ayyoubzadeh, et al. [4] models. In this 
research, the prediction covers for New Cases and 
New Deaths for 34 provinces in Indonesia. We did 
not cover New Active and New Recovery because 
New Active information can be obtained as the 
summary of New Cases, meanwhile New Recovery 
is not covered because the data is not updated as the 
patients not always informed when they are 
recovered. Knowing the huge differences between 
each 34 provinces, rather than making all 34 models 
for each LSTM, SVR, and LSTM Ayyoubzadeh, et 
al. [4] for new cases and another 34 models for new 
deaths, we decided to divide the data to several 
clusters named K to see the similar data, and then 
we can just make K amount of models for each 
LSTM, SVR, and state-of-the-art LSTM for new 
cases and another K amount for new deaths.. 

2. MATERIALS AND METHOD 

2.1 Related Works 

 
Our related works are related to prediction, 

clustering, and COVID-19. The related works about 
COVID-19 cases prediction has been mentioned in 
the Introduction. We determine our algorithm for 
this research from the related works.  

Some of clustering research has been done by 
previous researchers some of them are Sinaga et al. 
improved a k-means algorithm so we don’t need to 
manually define the number of clusters or  [7]. 
Song et al. adopted a decision tree to cluster 
cyberbullying from social medias, with results there 
are victims, perpetrators, and bystanders [8]. 
Abdullah et al, uses k-means to clusters province in 
Indonesia in terms of COVID-19, the results is 
there are 3 clusters [9]. T. Li et al, develop an 
algorithm using several Agglomerative Hierarchical 
Clustering (AHC) method to combat ensemble 
clustering problem on big data [10]. M. Zhang, et 
al. improves k-means time series clustering to 
predict the intensity of solar radiation [11]. 

Teichgraeber, et al. compares k-means, hierarchical 
clustering, k-medoids, k-shape, and dynamic time 
warping. Centroid based (K-means) provides best 
result in gas turbine scheduling and battery 
charge/discharge optimization [12]. Li, et al. uses 
K-Means Dynamic Time Warping to cluster bike 
sales pattern from time series data [13]. Mashtalir, 
et al. use matrix harmonic k-means to do 
segmentation-clustering from video sequences [14]. 
Abbas, et al. uses k-medoids and k-means to cluster 
the birth data in Kashmir. The k-medoids 
performed better here [15]. 

After clustering, we analyze the research about 
prediction using regression and deep learning.  

Khare, et al. used Linear Regression, 
Polynomial Regression, Decision Trees Regression, 
and Random Forest Regression to predict real estate 
cost. The Polynomial Regression performed the 
best [16]. G. Fan, et al. combines Support Vector 
Regressor (SVR) with Grey Catastrophe, and 
Random Forest to forecast electricity load from 
time series data [17]. Johannesen, et al. uses 
Random Forest regressor, k-Nearest Neighbour 
regressor, and linear regressor to predict electrical 
demand from time series data. Random Forest is the 
best for short-term prediction and k-nearest 
neighbour is the best for long-term prediction [18]. 
Hosseini, et al. use Multiple Polynomial Regression 
and Multiple Linear Regression to forecast CO2 
emission in Iran based on time series data [19]. Xu, 
et al. combines Linear Regression and Deep Belief 
Network to predict a time series data [20]. Z. 
Zhang, et al. combines Support Vector Regressor 
with the chaotic mapping mechanism, variational 
mode decomposition, and the grey wolf optimizer 
to forecast electric load from time series data [21]. 
Maldonado, et al. uses Support Vector Regressor 
with Gradient Descent to forecast electric load from 
time series data [22]. Xing, et al. uses LSTM based 
neural network to forecast wireless traffic from 
fluctuation time series data [23]. Bilgili et al. tested 
LSTM, adaptive neuro-fuzzy inference system 
(ANFIS) with Subtractive Clustering (SC), ANFIS 
with Grid Partition (GP), and ANFIS with fuzzy 
cmeans (FCM) to predict electrical energy 
consumption via time series data. The evaluation 
was carried out with Correlation Coefficient (R), 
Root Mean Square Error (RMSE), Mean Absolute 
Error (MAE), and Mean Absolute Percentage Error 
(MAPE). LSTM has the best performance here 
[24]. Park, et al. uses LSTM to predict the battery 
useful life remaining with multi-channel charging 
through time series data [6]. 

From the related works, we decided to analyze 
and determine the machine learning for this 
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research by analyzing the pros and cons of each of 
the algorithms with best results from each paper. 
First from the clustering algorithm and then the 
prediction algorithm. The italicized pros are the 
strong reason why we decided to use the algorithm. 

 
Table 1: Pros and Cons for the Clustering Algorithm  
Clustering 
Algorithm 

Pros Cons 

K-Means 
Dynamic Time 
Warping 

 Fast 
convergen
ce 

 Super 
effective in 
clustering 
time series 
data 

 The most 
promising 
approach 
in time 
series 
clustering 

 Too much 
variation and 
density of the 
data can 
cause 
problems in 
k-means 

Autoregressive  Meant to be 
used in 
forecasting. 

 Has great 
accuracy 

Uses less 
prior 
information 
which leads 
to exclusions 
of the 
important 
variables. 

AHC  Easy to 
use. 

 No need to 
define 
cluster 
number 

 High 
complexity 

 
Table 2: Pros and Cons for the Prediction Algorithm 
Predictio

n 
Algorith

m 

Pros Cons 

Support 
Vector 
Regressor 

 Fast runtime 
 Suitable to be 

used on data 
with a lot of 
features 

 Overfits are 
difficult to 
be detected 
and fixed. 

 Not suitable 
for large 
datasets 

Long 
Short 
Term 
Memory 

 Highly 
suitable for 
time series 
prediction 

 Overfitting 
can be 
detected and 
fixed easily. 

 Provides high 
accuracy 

 Requires a 
lot of 
resources 
including 
runtime. 

 Cannot 
remove 
vanishing 
gradient 
problem 

across papers  completely 
Decision 
Tree 

 Easy to 
handle when 
overfits. 

 No need so 
much data 
preparation 
like scaling 

 Not affected 
by outliers 

 Not suitable to be 
used on continuous 
numerical data 
time series data 

Random 
forest 

 Not affected 
by outliers 

 Automatically 
selects 
important 
features 

 Not suitable for large 
datasets 

 We cannot tune the 
model in case of 
bad performance 

Adaptive 
Neural 
Fuzzy 
Inference 
System 
(ANFIS) 

 Capture 
nonlinear 
structure. 

 Able to adapt 
to any 
datasets. 

 Fast learning 

 Not suitable datasets 
with a lot of 
features 

 Slow runtime 
 Lose to LSTM in 

terms of 
performance 

Gradient 
Boosting 
Machine 

 Fast training 
time on large 
datasets 

 More 
accurate than 
random forest 

 Slow runtime 
 Hard to interpret the 

final model 

 
2.2 Dataset 

 
We used Indonesia COVID-19’s public data 

from Kaggle 
(https://www.kaggle.com/hendratno/covid19-
indonesia/version/84) ranging from the 1st of 
March 2020 until 3rd December 2021. The data 
denotes COVID-19 cases daily in all 34 provinces 
in Indonesia, so there are 642 days per province in 
total. The data variables are: ‘Date’, ‘Location’, 
‘New Cases’, ‘New Deaths’, ‘New Recovered’, 
‘New Active Cases’, ‘Total Regencies’, ‘Total 
Cities’, ‘Total Districts’, ‘Total Urban Villages’, 
‘Total Rural Villages’, ‘Area (km2)’, ‘Population’, 
‘Population Density’, ‘Longitude’, ‘Latitude’, 
‘Growth Factor of New Cases’, ‘Growth Factor of 
New Deaths’, ‘Total New Cases’, ‘Total New 
Deaths’, ‘Total New Recovered’, ‘Total Active 
Cases’, ‘New Cases per Million’, ‘Total Cases per 
Million’, ‘New Deaths per Million’, ‘Total Deaths 
per Million’, ‘Total Deaths per 100rb’, ‘Case 
Fatality Rate’, ‘Case Recovered’, ‘Special Status’, 
‘Continent’, ‘Country’, ‘Time Zone’, ‘Province’, 
‘Location Level’, ‘Island’, ‘Location ISO Code’, 
and ‘City or Regency’. From this dataset, the 
variable we want to predict are ‘New Cases’ for 
new cases prediction, and ‘New Deaths’ for new 
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deaths prediction. ‘New Cases’ will be omitted 
from the feature lists for ‘New Deaths’ prediction 
and ‘New Deaths’ will be omitted for ‘New Cases’ 
prediction. For the features, we going to use all data 
variables except the aggregate variables (‘Total 
Cases’, ‘Total Deaths’, ‘Total New Recovered’, 
‘Total Active Cases’, ‘New Cases per Million’, 
‘Total New Cases per Million’, ‘New Deaths per 
Million’, ‘Total New Deaths per Million’, and 
‘Total New Deaths per 100rb’), variables with 
value more than 100% (‘Case Fatality Rate’ and 
‘Case Recovered’), and non-numeric variables 
(‘Special Status’, ‘Continent’, ‘Country’, ‘Time 
Zone’, ‘Province’, ‘Location Level’, ‘Island’, 
‘Location ISO Code’ ,’City or Regency’). The 
‘Location’ is known by sorting the data by 'Dates' 
and 'Location'. So, there are 642 days for each 
'Location'. Finally, we made sure that there are 642 
data for each location/province. 

 
2.3 Theories 

K-means clustering is useful for grouping data 
into several clusters as many as K from a data set. 
This algorithm works by determining the initial 
cluster center which is done by randomly selecting 
K amount of cluster centers. The next step is to use 
Lloyd's Iteration whose steps are: 1) Calculate the 
Euclidean distance stated in equation (1) between 
each data x and y coordinates to a predefined 
cluster centers and then assigns this coordinate to 
the nearest cluster center. Below is the formula of 
Euclidean distance:  

   (1) 

 and  is two different data point,  is the 
amount of data, and  is the th data. 

2) Update the cluster center by calculating the 
mean of the data point values corresponding to the 
data coordinates in each cluster. 3) Calculates the 
Euclidean distance in equation (1) between the 
cluster centers of two iterations. The iteration is 
stopped when the distance is lower than a certain 
condition/threshold like epoch, otherwise the 
iteration is continued  [25], [26]. 

Elbow method is an algorithm used to 
determine the best K for K-Means by counting the 
inertia of the Sum of Squared Error which is:  

 
  (2)

  
 is the ith data,  is the cluster center from 

cluster K. The optimum K is determined from the 

altered SSE graph from downturn into linear shaped 
line.[26] 

Silhouette method is also used to determine the 
optimum K in K-Means. Silhouette get the 
optimum K from the highest Silhouette Index (SI) 
whose formula is:  

 

    (3) 

 is the smallest Euclidean distance mean from 
the th data to the other data,  is the Euclidean 
distance mean from the th data to the other data. 

 is the bigger value between  and . 
A good SI is between 0.7 until 1.0 [26] 

Dynamic Time Warping is an algorithm that can 
measure Euclidean distance between two time 
series data even when the two time series data do 
not have the same length of data series. The 
warping path  between 2 time 
series is displayed by the mapped elements of the 
time series into a  sized matrix. This warping 
path is the distance between the  coordinates 
indicating the sequence between the  and 

 coordinates of the time series. The length  
of this warping path must be between  and , or 

 L  assuming  . DTW chooses a 'warping 
path' for two time series data which gives the 
minimum Euclidean distance between each 
coordinate. Below is the formula of DTW: 

 
 (4) 

Chen, et al. eventually uses DTW because this 
algorithm provides the most promising approach 
[27], [28]. 

MinMaxScaler is a famous method to rescale 
the data, so the data range becomes 0 until 1. This 
rescale is very useful to ease the data processing. 
The formula is : 

 

   (5) 

 

 is the normalized data,  is the unnormalized 
data.  is the minimum value in ,  is 
the maximum value in  [29]. 

After the clustering, we did the prediction uses 
LSTM and SVR. LSTM is a Recurrent Neural 
Network (RNN) model. It was made to deal with 
vanishing gradient problem which disrupt the 
model’s performance in common RNN models by 
adding memory layers with constant error. LSTM 
layers are managed by 3 gates: input, output, and 
forget. Training process is maintained until 
maximum epoch or minimum error is reached. 
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LSTM is very effective in predicting time series 
data because LSTM works by saving the result of 
the previous prediction in short term and long term 
memory, so it can predict more accurately. 

 

Figure 1: LSTM Architecture 

 In fig. 1,  is the input (time 
series data) used to get the cell state  which is 

 and hidden state which is 
.  is used to get the first 

updated cell state  and first updated hidden 
state  at the first LSTM unit. At time step , 

 and  is inputted to the first LSTM unit to 
get  and  . Hidden state  at time step t is 
calculated by:  
 

  (6) 
 

⊙ is multiplicative vector named Hadamard 
product.  is the output gate which manages the 
connected cell state with the hidden state. Cell state 
adds or removes information from LSTM unit to 
control the LSTM network. At time step , cell state 

) incorporates information gathered from the 
previous LSTM unit by: 

 
 (7) 

 
Forget gate (  directs the resets’ degree of the 

cell state, and input gate (  manages the update of 
the cell state. Candidate cell (  adds information 
to the cell state. These processes are done with:  

 
 (8) 

 
 (9) 

 
 (10) 

 
 (11) 

 

 is sigmoid function which is: 
.  are recurrent weights with 

the details:  = recurrent weight at input gate,  = 
recurrent weight at candidate cell gate,  = 
recurrent weight at forget gate, and  = recurrent 
weight at output gate.  is input weights with 
details :  = input weight at input gate,  = input 
weight at candidate cell gate,  = input weight at 
forget gate, and  = input weight at output gate 
and  is bias with details :  = bias at input gate,  
= bias at candidate cell gate,  = bias at forget gate, 
and  = bias at output gate [4], [24]. 

Support Vector Regressor (SVR) is part of the 
Support Vector Machine (SVM) in the form of a 
model that predicts Regression using a linear 
function in a large scope. This SVR maps features 
or data other than 'New Cases' for prediction 
models for the number of new cases and data other 
than 'New Deaths' for mortality prediction models 
into high-dimensional data with non-linear 
transformations [5], [30]. 

Root Mean Square Error (RMSE) is an 
evaluation method to measure the performance of a 
machine learning model[31]. RMSE is calculated 
by the formula: 

        (12) 

 
 is the predicted result,  is the actual result,  

is the amount of data, and  is the th data. 
Mean Absolute Error is an evaluation method to 

measure the performance of a machine learning 
model [31]. Mean Absolute Error (MAE) is 
calculated by: 

 
         (13) 

 is the predicted result,  is the actual result,  
is the amount of data, and  is the th data. 

 
 
 
 
 
 
 
 
 
 
 

2.4 Proposed Method 
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In this research, we use clustering and time 
series prediction which is mentioned in Figure 
2.

 

Figure 2: Research Methodology 
 

We gather the data from Kaggle, then we 
removed the aggregate, non-numeric, and confusing 
variables (value more than 100%). Then we analyze 
the data through exploratory data analysis to 
recognize the COVID-19 new cases and new deaths 
pattern, also to see the important variable. We use 
K-Means Dynamic Time Warping to cluster the 
data into K clusters. To obtain the best K value, we 
use the Elbow and Silhouette methods with K 
values tested from 1 to 34 (number of provinces in 
Indonesia). The cluster was then analyzed to see the 
characteristic of each cluster. Our training and 
testing ratio will be 70:30 for each cluster. which 
means training data consist of 450 days and testing 
data consist of 192 days. Before we use the data in 
the prediction model, we normalized the data with 
MinMaxScaler. 

For the prediction model, we were improving 
the LSTM model developed by Ayyoubzadeh, et al. 
[4]. The reason was that although Linear 
Regression has a smaller RMSE value, the LSTM 
works by storing the results from the previous 
prediction data, so it is more suitable to be used in 
predicting time series data. Therefore, the LSTM 
development will be more suitable. The LSTM will 
be trained and evaluated repeatedly until the model 
is not overfit. We will develop K amount of LSTM 
for New Cases prediction, and another K amount of 
LSTM for New Deaths prediction. The number 14 

in Figure. 3 is based on the number of features (X 
coordinate) being used in the model. 

 
 

Figure 3: The LSTM development design 
 

For the comparison model, we used the SVR. 
This SVR will be hyperparameter tuned with the 
training data. We will develop K amount of SVR 
for New Cases prediction, and another K amount of 
SVR for New Deaths prediction.  

For the evaluation, we compared the RMSE and 
MAE between our LSTM and SVR and between 
our LSTM and LSTM model developed by 
Ayyoubzadeh, et al. [4], to see the improvement of 
our model. We also compare the training vs 
validation of the to see whether the model is overfit 
or not. 
 
3. RESULT AND DISCUSSION 
 
3.1 Clustering Result and Analysis 

From  until , the elbow graph 
curved the most when  which means 3 is the 
best  in fig. 4. From  until , 
silhouette index shows  at  in fig. 5 
which means the data is clustered well when . 
This means the data is best to be clustered by 3.  

 

Figure 4: Elbow Graph 

 

 

 

Graph curved the 
most at  
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Figure 5: Silhouette Graph 

Table 3 shows the cluster analysis by 
analyzing the comparisons of the new cases and 
population, the population density, the population, 
rural and urban areas, and new deaths and 
population between these 3 clusters. Basically, we 
analyze the environmental factors and how the 
covid was treated in each cluster.  

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

3.2 Training and Validation Comparison 
 
We compares the training and validation RMSE 

between our LSTM and LSTM developed by 
Ayyoubzadeh, et al. [4] to see which one is more 
overfit.  

Figure 7 shows our LSTM is less overfit, shown 
by lower Validation Loss than LSTM Ayyoubzadeh 
et al. [4] in Figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3: Clusters Persona Analysis 

 
 

 

Figure 6: Training and Validation New Cases Cluster 0 

of LSTM Ayyoubzadeh  

 
Cluster 0 Cluster 1 Cluster 2 Analysis 

Comparison of new cases and 
population 

0.0020% 0.0034% 0.0029% Cluster 1 has the largest 
percentage of spread 

Comparison of death rate and 
population 

0.00009% 0.00006% 0.00007% Cluster 0 has the largest 
percentage of deaths 

Comparison of total new 
cases and cure rates 

95% 98% 96% 
 

Comparison of modern areas 
with rural areas 

9% 16% 8% 
 

Equator (Equator = 0) -7.30096 -3.72227 -1.96285 COVID-19 spreads the fastest in 
Cluster 0, because Cluster 0 tends 
to be colder[32] 

Average population 40479000 10074600 2798730 Cluster 0 factor has the largest 
number of new cases and deaths 

Population density (per 
km^2) 

1077 3033 156 Cluster 1 factor has the largest 
percentage of new cases 

Training Loss 

Validation Loss 

 = 3 
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Validation Loss 

Training Loss 

Training Loss 

 

Figure 7: Training and Validation New Cases Cluster 0 

of our LSTM (bottom) 

Figure 9 LSTM shows our LSTM is less overfit, 
shown by lower Validation Loss than LSTM 
Ayyoubzadeh, et al. [4] in Figure 8. 

 

 

Figure 8: Training and Validation New Cases Cluster 1 

of  LSTM Ayyoubzadeh  

 

Figure 9: Training and Validation New Cases Cluster 1 

of our LSTM 

Figure 11 LSTM shows our LSTM has the same 
Validation Loss with LSTM Ayyoubzadeh, et al. 
[4] in figure 10 which means they are the same. 

 

 
Figure 10: Training and Validation New Cases Cluster 2 

of LSTM Ayyoubzadeh 

 
Figure 11: Training and Validation New Cases Cluster 2 

of our LSTM  

 

Figure 13 LSTM shows our LSTM is less 
overfit, shown by lower Validation Loss than 
LSTM Ayyoubzadeh, et al. [4] in Figure 12. 

 

 
Figure 12: Training and Validation New Deaths Cluster 

0 of  LSTM Ayyoubzadeh  

 

 

 

 

 

 

 

Validation Loss 

Training Loss 

Validation Loss 

Validation Loss 

Training 
Loss 

Validation Loss 

Training Loss 

Training 
Loss 

Validation Loss 
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Training Loss 

Validation 
Loss 

Training 
Loss 

Validation Loss 

Validation Loss 

Validation 
Loss 

 

 

 

 
Figure 13: Training and Validation New Deaths Cluster 

0 of our LSTM 

 

 

 

Figure 15 LSTM shows our LSTM is less 
overfit, shown by lower Validation Loss than 
LSTM Ayyoubzadeh, et al. [4] in figure 14 . 
 

 
Figure 14: Training and Validation New Deaths Cluster 

1 of LSTM Ayyoubzadeh  

 
Figure 15: Training and Validation New Deaths Cluster 

1 of  our LSTM  

 

Figure 17 LSTM shows our LSTM is less 
overfit, shown by lower Validation Loss than 
LSTM Ayyoubzadeh et al. [4] in figure 16 . 

 

 

Figure 16: Training and Validation New Deaths Cluster 

1 of LSTM Ayyoubzadeh 

 

Figure 17: Training and Validation New Deaths Cluster 

2 of our LSTM  

 

 From Training and Validation comparison, 
our 5 over 6 LSTM has a lower distance between 
the training and validation graph and the other 1 of 
our LSTM has roughly the same training and 
validation graph. This means our LSTM is less 
overfit than the LSTM Ayyoubzadeh, et al.[4]  
 
3.3 RMSE Comparison 

We compares the RMSE of our LSTM with the 
LSTM developed by Ayyoubzadeh, et al. [4] in 
table 4 and with SVR in table 5 as well as our 
LSTM improvement value. The marked table 
indicates our LSTM has better performance. 

 

 

 

 

 

 

Validation Loss 

Training Loss 

Training Loss 

Training 
Loss 

Validation 
Loss 
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Table 4: Our LSTM and LSTM Ayyoubzadeh Comparison 
in RMSE 

RMSE  

Model LSTM LSTM 

[4] 

Impro

vement 

(%) 

Cluster 

0  

New 

Cases 

0.186 0.177 -5.08% 

New 

Deaths 

0.172 0.208 17.30% 

Cluster 

1 

New 

Cases 

0.037 0.103 64.07% 

New 

Deaths 

0.087 0.106 17.92% 

Cluster 

2 

New 

Cases 

0.063 0.066 4.54% 

New 

Deaths 

0.086 0.111 22.52% 

 
The Improvement (%) was gathered by 

counting this formula in table 4: 
 

  

       (14) 
 
The average of the Improvement (%) from 

table 4 or LSTM Ayyoubzadeh, et al. [4] is 20.22 
%. 

 
Table 5: Our LSTM and SVR Comparison in RMSE 

RMSE  

Model LSTM SVR  Improv

ement 

(%) 

Cluster 

0 

New 

Cases 

0.186 0.198 6.06% 

New 

Deaths 

0.172 0.204 15.68% 

Cluster 

1 

New 

Cases 

0.037 0.089 58.42% 

New 

Deaths 

0.087 0.083 -4.81% 

Cluster 

2 

New 

Cases 

0.063 0.201 68,65% 

New 

Deaths 

0.086 0.124 30.64% 

 
The Improvement (%) was gathered by 

counting this formula on table 5: 
 

   

       (15) 
 

The average of the Improvement (%) from table 
5 or SVR is 29.11 %. 

 
3.4 MAE Comparison 

We compares the MAE of our LSTM with the 
LSTM developed by Ayyoubzadeh, et al. [4] in 
table 6 and with SVR in table 7 as well as our 
LSTM improvement value. The marked table 
indicates our LSTM has better performance. 

 
Table 6: Our LSTM and LSTM Ayyoubzadeh Comparison 

in MAE 
MAE  

Model LSTM LSTM. 

[4] 

Improv

ement 

(%) 

Cluster 

0 

New 

Cases 

0.128 0.118 -8,474% 

New 

Deaths 

0.129 0.165 21,818

% 

Cluster 

1 

New 

Cases 

0.033 0.057 42,105

% 

New 

Deaths 

0.039 0.050 22% 

Cluster 

2 

New 

Cases 

0.034 0.034 0% 

New 

Deaths 

0.036 0.045 20% 

 
The Improvement (%) was gathered by 

counting equation (14) on table 6. The 
Improvement (%) average from table 6 or LSTM 
Ayyoubzadeh, et al. [4] is 16.24 %. 

 
 
 
 

 



Journal of Theoretical and Applied Information Technology 

15th October 2023. Vol.101. No 19 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6198 

 

Table 7: Our LSTM and SVR Comparison in MAE 
MAE  

Model LSTM SVR  Improv

ement 

(%) 

Cluster 

0 

New 

Cases 

0.128 0.182 29.67% 

New 

Deaths 

0.129 0.147 12.24% 

Cluster 

1 

New 

Cases 

0.033 0.072 54.16% 

New 

Deaths 

0.039 0.043 9.3% 

Cluster 

2 

New 

Cases 

0.034 0.199 82.91% 

New 

Deaths 

0.036 0.109 66.97% 

 
The Improvement (%) was gathered by 

counting equation (15) on table 7. The 
Improvement (%) average from table 7 or SVR is 
42.55 %. 

 

4. CONCLUSION 

 
LSTM model developed with the help of data 

clustering in this paper have better performance 
than the hyperparameter tuned SVR model with 
29.11% improvement in RMSE and 16.24% 
improvement in MAE and the LSTM developed by 
Ayyoubzadeh, et al. [4] with 20.22% improvement 
in RMSE and 42.55% in MAE. The LSTM model 
also improved in terms of overfitting compared to 
Ayyoubzadeh, et al. [4] by 5 of 6 of our LSTM 
have lower distance between training and validation 
loss. The clustering-based training really helps our 
LSTM to perform better, therefore the proposed 
model give better prediction of COVID-19 in 
Indonesia especially in New Cases and New 
Deaths. 
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