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ABSTRACT 
 

Wine quality is very important in the wine industry and is determined by its features and flavors. The 
primary goal of this study is to balance the wine quality data by generating synthetic data and using a 
machine learning model to predict. For the current research, a multiclass unbalanced red wine quality data 
set is obtained from UCI resources. To balance the multiclass imbalance red wine quality data set, SMOTE 
and its six derivatives, including SMOTENC, SMOTE EN, SMOTE Tomek, SVM-SMOTE, Borderline 
SMOTE, and SMOTE ENN, are used. To predict red wine quality, seven machine-learning approaches, 
including Logistic Regression, Decision Tree, Random Forest, Extra Tree, XG-Boost, AdaBoost, and 
Bagging classifier, were trained and assessed. According to the results of this experiment, a combination of 
SMOTE ENN+ ETC has a higher precision of 0.96, recall of 0.96, specificity of 0.99, f1 score of 0.96, 
geometric mean of 0.97, and indexed balance score of 0.95 than all other SMOTE variations. SMOTE ENN 
+ ETC has a higher accuracy of 95.8% when compared to other models. As a result, this combination is 
utilized to forecast red wine quality. 

Keywords: Wine Quality, Multiclass imbalance, SMOTE and its Variants, Oversampling Machine 
Learning 

 
1 INTRODUCTION  
 

The result of technological advancements and the 
industrial revolution, people purchase food and 
beverages both online and offline [1]. Quality is one 
of the most important factors to consider when 
judging food because poor quality is harmful to 
human health. Evaluate the quality of food 
purchased online based on customer feedback. This, 
however, is insufficient for assessing quality; we 
require an automated analysis based on the contents 
[2]. The goal of this study is to examine red wine 
quality assessment methods using Machine 
Learning (ML).  

One of the major challenges in such autonomous 
real-time data processing is multiclass imbalance, 
which increases the misclassification rate of 
machine learning approaches [5,6,7]. When the 
total number of samples in multiple classes of real-
world classification datasets is biased or imbalanced 
or skewed, this is referred to as multi class 
imbalance [8,9]. Skewed data leads to poor 
prediction and an increased error rate in 
classification. To deal with such imbalanced dataset 
classification, researchers have devised a number of 
strategies. 

Sampling is one approach to the problem of class 
imbalance in real-world datasets. To address this 
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issue, authors have developed a variety of sampling 
approaches [10]. SMOTE variants are the most 
popular oversampling approaches for dealing with 
binary imbalanced datasets. As a result, most 
studies convert multiclass imbalanced datasets to 
binary balanced datasets and select the best 
prediction model. 

The main purpose of this research is to 
i) Conduct research on how to deal with 

multiclass imbalance problems without turning 
them into binary class problems. 

ii) To balance the red wine multiclass data 
set, use popular SMOTE modifications such as 
SMOTE EN, SMOTE ENC, Borderline 
SMOTE, SVM SMOTE, ADASYN, and 
SMOTE ENN. 

iii) Choosing the best prediction model and 
sampling technique by comparing the 
performance of different sampling methods and 
machine learning classifiers such as RFC, DTC, 
XGB, ABC, and BC. 

iv) Finally, it chooses the best prediction 
model and deploys it for testing.  

 The remaining portions of this work 
are organized as follows. The literature review in 
Section 2 highlights previous research as well as the 
main purpose of this study. Sections 3 and 4 discuss 
the proposed methodology for forecasting red wine 
quality, as well as experimental results before and 
after sampling and ML methodologies. Section 5 
concludes with a discussion of the findings and 
future directions. 

2 REVIEW OF LITERATURE  

Wine is an alcoholic beverage that comes 
in a variety of colors, including red and white, due 
to the various grapes used. Wine is distributed in 31 
million tones around the world, which is enormous. 
According to experts, the aroma, flavor, 
and color of wine distinguish it. Initially, 
researchers concentrated on categorizing or 
forecasting red wine quality based on feedback and 
physiochemical properties [11].  

Several research projects have been 
undertaken to predict quality using machine 
learning techniques, with only a small portion of 
the work concentrating on dataset balancing. 
According to Liu et al. [12], Spanish DO wines are 
classified into five types based on smell, taste, and 
texture. They assess wine quality using Partial 
Least Square structural equation models (PLSEM) 
and data from the 2005 to 2015 vintages. They use 

13 fragrance markers (vegetal, woody, leather, 
toasted, fresh, dried...), three flavor indicators 
(sweet, acidity, bitter), and 19 mouth feel markers 
(dry, smooth, sandy, hard, persistent...). 

Jingxian et al [13] use a SMOTE-based 
decision tree to describe the chemical 
characteristics of pinot noir and related wines with 
the goal to forecast astringency, sweetness, 
sourness, bitterness, and clarity. Bhardwaj et al [14] 
created a SMOTE and ML model to predict wine 
quality in various New Zealand regions. They 
forecast classifier performance by using accuracy, 
recall, the F1-score, and the ROC curve. They use 
seven classifiers for classification: XGB, RF, GNB, 
Ada boost, SGD, SVM, DTC, and KNN. Their 
survey found that the hybrid SMOTE + AdaBoost 
model outperforms other models in terms of 
accuracy. 

Gu et al [15] have collected Chinese red 
wine samples and predicted the chemical 
information using two machine learning (ML) 
techniques: orthogonal partial least squares 
discriminant analysis (OPLS-DA) and SVM 
models. Mohana et al [16] used SMOTE-based 
ensemble learning to predict. They use three 
classifiers for prediction: RFC, XGB, and DTC. In 
comparison, SMOTE + RFC achieves 98.7 
accuracy, according to their analysis. 

Qadrinin [17] has created SMOTE and 
Ada-boost to deal with skewed data. According to 
this analysis, the Ada-boost SMOTE model 
outperforms the original AdaBoost model by 
78.4%. Dahal et al [18] compare the performance of 
Ridge Regression (RR), Support Vector Machine 
(SVM), Gradient Boosting Regressor (GBR), and 
multi-layer Artificial Neural Network (ANN) in 
predicting wine quality. Several parameters 
influencing wine quality are investigated. In terms 
of MSE, R, and MAPE, GBR outperforms all other 
models, with values of 0.3741, 0.6057, and 0.0873, 
respectively. 

Devika Pawar et al [19] have proposed a 
decision support system that is integrated with an 
automatic wine quality prediction system to 
accelerate the quality prediction process. The 
system can choose variables related to wine quality 
using feature selection approaches. For 
classification, machine learning methods such as 
RF, Stochastic Gradient Descent, Logistic 
Regression, and SVC are employed. 

To predict wine quality, [20,21] employs 
SVM, linear regression, and neural networks. They 
use selected characteristics and metrics to make 
predictions. Bhavya et al [22] use a feature 
selection mechanism such as a genetic algorithm, 
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simulated annealing approaches, and machine 
learning to choose the best attributes. Selected 
features outperform linear, nonlinear, and 
probabilistic models.  

Lee et al. [23] have suggested a rule-based 
quality analytics system for fine-tuning wine 
physiochemical features as well as hidden wine 
quality patterns. They employed IoT to collect real-
time data and then used rule mining to examine the 
relationship between wine's physicochemical and 
sensory properties. Ye et al [24] have suggested an 
MF-DCCA to assess the relationship between 
physiochemical data and red wine quality using a 
dataset from the UC Irvine repository and a 
machine learning (ML) technique for prediction.   

Burigo et al. [25] synthesize a Portuguese 
wine multiclass imbalance dataset into a binary data 
set for prediction. For prediction, they employ an 
under sampling and oversampling technique, as 
well as a Nave Bayes classifier. According to this 
analysis, SMOTE EN has a higher F1 score of 0.91 
when compared to other models. Kong et al [26] 
have used an ADASYN+XGB to predict the 
operating mode of fused magnesium. The proposed 
model is compared against SVM, LGB, RF, and 
Ada-boost models. ADASYN+XGB has a 
prediction accuracy of 92.5%, according to their 
studies. 

Based on existing analysis, a small amount 
of effort was done to balance the dataset before 
prediction. SMOTE is a well-known oversampling 
mechanism for balancing real-world datasets 
[27,28].   

This study looks at the popular Synthetic 
Minority Oversampling Technique (SMOTE) and 
its variations for dealing with multi-imbalance in 
red wine quality prediction. Logistic Regression 
(LRC), Decision Tree (DTC), Random Forest 
(RFC), Extra tree (ETC), XGBoost (XGB), 
AdaBoost (ABC), and Bagging classifier (BC) are 
used for prediction. Metrics including as precision, 
recall, specificity, geometric mean, f1 score, 
indexed balance, and accuracy are used to assess 
the performance of ML techniques. 

 
3 MATERIALS AND METHODS 

This section outlines the proposed 
approaches for predicting wine quality. Figure 1 
depicts the overall flow. In order to train the model, 
the dataset is first collected and preprocessed. After 
preprocessing, SMOTE and its variants are used to 
balance the dataset. The balanced dataset is 
partitioned into k folds for machine learning model 
training. The test data set is used to forecast the 

performance of machine learning models. Machine 
learning models' performance is evaluated, and the 
best model is utilized to create predictions. 

The following are the key processes:  

1.Preprocessing 

2.SMOTE sampling and its variants 

3.Machine learning approaches  

 

Figure 1: Multiclass imbalance handling and prediction 
in Redwine quality dataset 

3.1 Preprocessing  
 The red wine quality dataset was initially 

gathered from UCI repositories established by 
Cortez et al [29]. It has been divided into ten 
physiochemical input features, each of which 
indicates an output quality level ranging from 3 to 8 
(excellent to poor). The min-max scalar 
standardization method is used to standardize the 
red wine quality dataset. Using the equation (1), the 
min max scalar formulates the features in a specific 
range. 

 

 

 
3.2  SMOTE sampling and its variants 

This subsection discusses SMOTE and its 
six important data balancing variations, which are 
SMOTE EN, SMOTE ENC, Borderline SMOTE, 
SVM SMOTE, and SMOTE ENN [30]. The 
principles of these methods are as follows. 

3.2.1 SMOTE  

SMOTE is a synthetic minority 
oversampling technique developed by Nitesh 
Chawla et al [31]. Let 'm' represent the number of 
samples required to balance the data set. SMOTE 
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generates a new synthetic minority sample Snew 
using the equation (2). 

 

Here Mj is the minority sample, Mk is k-nearest 
neighbor, and is a random number ranging from 0 
to 1. SMOTE augments the current k minority 
class samples with new synthetic minority 
samples (‘m’). The synthetic minority samples 
are developed till m samples are produced. 

3.2.2 SMOTE EN  

  SMOTE EN [32] is a SMOTE variant 
that produces synthetic samples based solely on 
category features. It ignores the continual method 
of sample production. The number of neighbors is 
set to 5 by default. 

3.2.3 SMOTE ENC  

SMOTE ENC [33]is a SMOTE variation 
that generates synthetic samples from encoded 
nominal and continuous features. It ensures that 
the data set contains only nominal characteristics 
before calculating distance with chi(X). The 
extent of association with a specific minority 
class is represented by chi(X). If the data set 
contains continuous characteristics, the median of 
the continuous variable's standard deviation 
multiplied by X which makes the value 
comparable to other continuous attributes. 

3.2.4  Borderline SMOTE  

 Han et al [34] was developed a 
borderline SMOTE to balance the dataset. 
SMOTE generates new m synthetic data samples 
from the border line (m) of minority class 
samples. It generates the 'm' new synthetic 
sample Snew using the equation (3). 

 

Here Bj is the minority sample in the border line 
segment, Rj is a random number in the range 
[0,1], and Dj is the distance between the sample's 
selected ‘m’ nearest neighbors. 

3.2.5 SVM SMOTE   

 SVM SMOTE, an oversampling 
technique, was developed by Ngugen et al [35]. It 
uses the support vector machine concept, 
interpolation, and extrapolation to generate new 
synthetic samples from minority samples (m). It 
selects the k nearest neighbors of the m minority 
samples along the extension line and uses 

equation (4) to create the new m synthetic 
samples.     

 

Here Mj represents the minority sample, Nk 
represents the k-nearest neighbor in the extension 
line, and  is a random number between 0 and 1. 

3.2.6 ADASYN  

ADASYN [36] is a synthetic adaptive 
algorithm that generates a random sample set 
depending on class distribution. It first computes 
the degree of imbalance and the number of 
synthetic samples required. It discovers K-
neighbors using Euclidian distance and uses them 
to generate new synthesized samples. 

3.2.7 SMOTE ENN 

  SMOTE-ENN is a mixture of oversampling 
(SMOTE) and under sampling (Edited Nearest 
Neighbor) created by G. Batista [37]. SMOTE 
ENN creates synthetic samples and uses ENN to 
clean them. SMOTE ENN begins by selecting 'm' 
minority samples at random. Following the 
selection of m samples, it finds the k-nearest 
neighbor of 'm' samples Mj and generates a new 
synthetic sample using equation (2). The nearest 
neighbor criteria are applied to determine whether 
or not the created sample Snew is a noisy 
overlapping sample. Overlapping samples are 
removed from the collection, and non-overlapping 
m samples are added. 

3.3  Machine Learning Techniques  
The popular six classifiers are used for 

training in this proposed ML selection. The red 
wine quality data set is separated into two parts 
for training the ML model: training data set and 
test data set. ML approaches train the model using 
training data sets, and the best classifier is picked 
for final prediction. The suggested model is 
trained using LRC, DTC, RFC, ETC, ABC, and 
XGB [38,39,40,41,42]. The following are the 
principles of these methods. 

3.3.1 LRC 

  Logistic regression classifier (LRC) uses 
a weighted sum of input features to estimate the 
probability of each sample belonging to one of 
several classes and outputs a logit of the outcome 
via equation (5). 

                

Where   is the estimated probability and  (.) 
refer sigmoid function. 
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3.3.2 DTC  

Decision Tree Classifier (DTC) 
computes the likelihood of a sample belonging to 
multiple classes 'k' by traversing the tree from 
root to instance and returning the ratio of this 
node's training instance of class 'k'. It compares 
all features on all samples at each node. 

3.3.3  RFC 

Random Forest Classifier (RTC) is a 
decision tree ensemble trained with the bagging 
method. It adds unpredictability to DTC by 
searching for the best feature from a set of 
features. 

3.3.4  ETC 

Extra Tree Classifier (ETC) is a forest of 
extremely randomized tree ensembles that find 
the best possible threshold for each sample 
feature at each node. 

3.3.5   ABC 

Ada Boost Classifier is a boosting 
strategy that trains the model based on the base 
classifier, calculates the weighted error rate of the 
learnt model, and then updates or boosts the 
weights before training to enhance it. 

3.3.6 XGBC 

XGBoost Classifier (XGBC) is a 
gradient boost algorithm that works by gradually 
adding predictors and discovering new predictors 
based on the mistake rate. Finally, predictions are 
generated by combining all predictors.   
 
4 RESULTS AND DISCUSSION  

For experimental results, this study makes 
use of Google Collaboratory notebook, as well as 
the scikit imbalanced lean and sklearn packages. 
The gradio package is used for prediction testing. 

  
4.1 Dataset Description 

 
The imbalanced red wine quality dataset is 

initially obtained from UCI libraries. Redwine 
quality dataset has 1599 data items and ranks wines 
from 3 to 8 based on a variety of characteristics. 
Figure 2.a) depicts the parameter as well as its 
descriptions. Figure 2.b) depicts the histogram for 
each parameter. To fit data in the range 0 to 1, an 
imbalanced multiclass dataset is pre-processed 
and normalized using the min max scalar technique. 
Figure 3 depicts the count of each class and data 

distribution for each of the six different quality 
classification ranges ranging from 3 to 8. 
 

Figure 2.a: Redwine quality dataset description 

 

Figure 3: Count of red wine quality classes and its 
data distribution before sampling 

Figure 3 indicates that red wine quality 
classes 3, 4, 7, and 8 have significantly fewer 
incidences than classes 5 and 6.  

The multiclass dataset is balanced using 
oversampling SMOTE variations, and the 
resulting count of balanced red wine grade classes 
and data distribution is shown in Figure 4. The 
sampling helps to increase the number of samples 
in class 3,4,5 and 7. 
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Figure 4: Count of red wine quality classes and its 
data distribution after sampling 

4.2 Performance metrics  

The following performance metrics are 
used to assess the ML performance.  

1. Precision(pre) - specify the accuracy of positive 
prediction calculated by equation (6)  

 
2. Recall (rec)– Recall or sensitivity or true 

positive rate is the ratio of positive instances 
that are correctly detected by the ML technique. 
It is calculated by equation (7). 

 
 
3. Specificity (spe) is the ratio of true negative 

Instances that are correctly detected by ML 
technique. 

 
 
4. f1 score – is the harmonic mean of precision 

and recall values. It ranges from 0 to 1 
evaluated by equation (9). 

 
5. Geometric mean (geo) - is the squared root of 

product of sensitivity and specificity shown in 
equation (10). 

    
6. Indexed balance Accuracy (iba) - is the average 

of recall obtained on each class. 

 
 
4.3  Analysis of machine learning techniques 

for wine quality prediction before sampling  

  Initially, ML techniques are used to 
predict the unbalanced red wine quality dataset. 

Table 1 displays the performance of the ML 
classifier prior to sampling. Without balancing the 
data set, ML techniques RFC (precision= 0.69, 
recall= 0.72, specificity = 0.82, f1 score =0.70 and 
iba=0.58) and ETC (precision= 0.68, recall= 0.71, 
specificity = 0.81, f1 score =0.70 and iba=0.57) 
perform better in terms of metric precision, recall, 
specificity, f1 score, and indexed balance accuracy. 
Similarly, ETC has 72.81 accuracy, RFC has 71.87 
accuracy, BC has 71.25 accuracy, and the other 
models, LRC, DTC, XGBC, ABC, and BC, have 
less than 70% accuracy.  This is shown in Figure 5. 

 

Table 1: Performance of ML techniques before 
sampling 

ML pre rec Spe f1 Geo iba Acc 

LRC 0.59 0.63 0.74 0.61 0.65 0.45 63.4 

DTC 0.65 0.63 0.80 0.64 0.70 0.50 63.4 

RFC 0.69 0.72 0.82 0.70 0.74 0.58 71.8 

ETC 0.68 0.71 0.81 0.70 0.73 0.57 72.8 

XGBC 0.64 0.66 0.79 0.64 0.69 0.50 65.6 

ABC 0.54 0.48 0.77 0.49 0.58 0.35 40.6 

BC 0.69 0.72 0.82 0.70 0.74 0.58 71.25 

. 

 

Figure 5:   A boxplot shows accuracy of ML techniques 
before sampling 

 

Because of the imbalanced data problem, the 
ML technique provides low accuracy (75%), 
precision (70%), recall (73), and f1 score (=70). 
The ML method has a low indexed balance score 
(60%) and a low geometric mean (75). For 
classes 3, 4, 7, and 8, the ML technique provides 
lower performance metric values. 

4.4 Analysis of machine learning technique for 
wine quality prediction after sampling  
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 The red wine quality data set contains 
unbalanced data for quality classes 3, 4, 7, 8, and 9 
when compared to classes 5 and 6. The dataset is 
balanced using oversampling techniques SMOTE, 
SMOTE EN, SMOTE ENC, Borderline SMOTE, 
SVM SMOTE, SMOTE Tomek, and hybrid 
sampling SMOTE ENN.    The balanced multiclass 
dataset is used to assess the performance of the ML 
classifier. The ML performance has improved 
across all classes, with accuracy exceeding 75% 
and all other metric scores improving as well. 

Table 2: Performance of ML techniques after sampling 

ML pre Rec spe f1 Geo iba Acc 

After SMOTE 

LRC 0.47 0.48 0.90 0.47 0.65 0.41 48.16 

DTC 0.77 0.77 0.95 0.77 0.85 0.73 78.24 

RFC 0.87 0.87 0.97 0.87 0.92 0.84 87.04 

ETC 0.87 0.87 0.97 0.87 0.92 0.85 87.28 

XGBC 0.75 0.76 0.95 0.75 0.84 0.72 76.03 

ABC 0.44 0.41 0.88 0.41 0.59 0.35 41.44 

BC 0.84 0.84 0.97 0.84 0.90 0.81 84.47 

After SMOTE ENC 

LRC 0.48 0.48 0.90 0.47 0.65 0.42 48.41 

DTC 0.77 0.77 0.95 0.77 0.85 0.73 77.13 

RFC 0.84 0.85 0.97 0.84 0.90 0.82 84.71 

ETC 0.87 0.87 0.97 0.87 0.92 0.85 87.28 

XGBC 0.77 0.78 0.96 0.77 0.85 0.74 77.99 

ABC 0.4 0.4 0.88 0.40 0.58 0.34 40.09 

BC 0.80 0.81 0.96 0.80 0.88 0.77 80.56 

After SMOTE EN 

LRC 0.59 0.61 0.92 0.59 0.74 0.54 60.54 

DTC 0.85 0.85 0.97 0.85 0.91 0.82 85.08 

RFC 0.87 0.87 0.97 0.87 0.92 0.84 86.67 

ETC 0.88 0.88 0.97 0.88 0.92 0.85 87.5 

XGBC 0.84 0.84 0.97 0.84 0.90 0.81 83.86 

ABC 0.61 0.59 0.92 0.59 0.72 0.53 58.86 

BC 0.86 0.85 0.97 0.85 0.91 0.82 85.45 

After Borderline SMOTE  

LRC 0.65 0.66 0.93 0.65 0.77 0.61 66.25 

DTC 0.82 0.82 0.96 0.82 0.89 0.79 82.2 

RFC 0.86 0.87 0.97 0.86 0.91 0.84 82.27 

ETC 0.87 0.87 0.97 0.87 0.92 0.85 87.40 

XGBC 0.81 0.82 0.96 0.81 0.88 0.78 81.9 

ABC 0.54 0.53 0.9 0.53 0.68 0.47 52.3 

BC 0.84 0.85 0.97 0.84 0.90 0.81 84.5 

After SVM SMOTE  

LRC 0.57 0.58 0.91 0.57 0.72 0.51 57.82 

DTC 0.80 0.80 0.95 0.79 0.87 0.75 79.60 

RFC 0.84 0.84 0.96 0.84 0.89 0.79 83.5 

ETC 0.85 0.85 0.96 0.85 0.90 0.81 85.27 

XGBC 0.75 0.76 0.94 0.75 0.84 0.71 75.76 

ABC 0.48 0.48 0.88 0.47 0.64 0.41 47.5 

BC 0.82 0.82 0.95 0.82 0.88 0.77 81.74 

After SMOTE Tomek 

LRC 0.52 0.53 0.91 0.51 0.68 0.46 52.61 

DTC 0.81 0.81 0.96 0.81 0.88 0.77 81.38 

RFC 0.87 0.88 0.97 0.87 0.92 0.85 87.61 

ETC 0.88 0.89 0.98 0.88 0.93 0.86 88.63 

XGBC 0.76 0.78 0.95 0.77 0.85 0.73 77.65 

ABC 0.83 0.83 0.97 0.83 0.89 0.80 83.39 

BC 0.83 0.83 0.95 0.83 0.88 0.77 82.7 

After SMOTE ENN 

LRC 0.60 0.63 0.90 0.61 0.73 0.55 63.24 

DTC 0.89 0.89 0.98 0.89 0.93 0.87 89.32 

RFC 0.96 0.96 0.99 0.95 0.97 0.94 95.6 

ETC 0.96 0.96 0.99 0.96 0.97 0.95 95.89 

XGBC 0.92 0.92 0.98 0.92 0.95 0.89 91.78 

ABC 0.73 0.72 0.93 0.72 0.82 0.66 72.07 

BC 0.93 0.93 0.99 0.93 0.96 0.92 93.4 

 
 

 
 
Figure 6:   A boxplot shows accuracy of ML techniques  

after SMOTE 
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Figure 7:   A boxplot shows accuracy of ML techniques  

after SMOTE ENC  
 
 

 
 

Figure 8: A boxplot shows accuracy curve of ML 
techniques after SMOTE EN 

 
 
 

 
 

Figure 9: A boxplot shows accuracy curve of ML 
techniques after Borderline SMOTE 

 
 
 

 
Figure 10: A boxplot shows accuracy curve of ML 

techniques after SVM SMOTE 
 
 
 

 
 

Figure 11: A boxplot shows accuracy curve of ML 
techniques after SMOTE Tomek 

 
 

 
 

Figure 12: A boxplot shows accuracy curve of ML 
techniques after SMOTE ENN 
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Table 2 shows the precision, recall, 
specificity, f1 score, geomean, and indexed balance 
accuracy of the classifier. When compared to other 
classifiers, ETC provides higher precision 0.87, 
recall 0.87, specificity 0.97, f1 score 0.87, 
geometric mean 0.92, iba score 0.85, and accuracy 
87.28 after SMOTE sampling. In comparison to 
other classifiers, ETC provides higher precision 
0.87, recall 0.87, specificity 0.97, f1 score 0.87, 
geometric mean 0.92, iba score 0.85, and accuracy 
87.28 after SMOTEENC sampling. In comparison 
to other classifiers, ETC provides higher precision 
0.88, recall 0.88, specificity 0.97, f1 score 0.88, 
geometric mean 0.92, iba score 0.85, and accuracy 
87.5 after SMOTE EN sampling. ETC provides 
higher precision 0.87, recall 0.87, specificity 0.97, 
f1 score 0.87, geometric mean 0.92, and iba score 
0.85 after Borderline SMOTE sampling. 

After SVM SMOTE sampling, ETC 
provide higher precision 0.85, recall 0.85, 
specificity 0.96, f1 score 0.87, geometric mean 
0.92, iba score 0.85 and accuracy 87.28 compared 
to other classifiers. After SMOTE TOMEK 
sampling, ETC provide higher precision 0.88, recall 
0.89, specificity 0.98, f1 score 0.88, geometric 
mean 0.93, iba score 0.86 and accuracy 88.63 
compared to other classifiers. The combination of 
SMOTE ENN+ ETC provide a higher precision of 
0.96, recall of 0.96, specificity of 0.99, f1 score of 
0.96, geometric mean of 0.97, and iba score of 0.95 
than all other SMOTE variants, ML techniques.  

The boxplot Figure 6 to 12 shows the 
accuracy of classifier using multiclass balanced red 
wine data set. From this boxplot, SMOTE+ ETC 
provides 87.28% accuracy, whereas SMOTE+ RFC 
provides 87.04% accuracy, which is greater than 
other ML approaches. In a SMOTE ENC-based ML 
combination, SEMOTE ENC+ ETC provides 
superior accuracy (87.28%), whereas 
SMOTE+ETC does not. SMOTE EN + ETC 
provides 87.5% accuracy in SMOTE EN based ML 
combinations, and SMOTE Tomek + ETC provides 
88.63% accuracy in SMOTE Tomek based ML 
combinations. DTC, RFC, ETC, XGBC, and BC 
provide accuracy above 88% in SMOTE ENN-
based ML combinations, with SMOTE ENN+ ETC 
providing better accuracy of 95.89%.  

   In this research, multiclass red wine 
quality dataset is predicted without turning it into 
binary data set and SMOTE ENN + ETC is selected 
for final prediction. The SMOTE ENN helps to 

balance the dataset and it increase the accuracy of 
machine learning classifiers and increase the 
performance of other metrics. So, the best model 
SMOTE ENN + ETC is selected for final prediction 
of red wine quality data. Finally, this model is 
tested using python-gradio tool. The prediction is 
shown in following Figure 13. 
 

      

Figure 13: Wine Quality Prediction using gradio tool 

5 CONCLUSION 

Seven different SMOTE variations and 
seven ML approaches are utilized to examine the 
chemical parameters of red wine in order to 
forecast its quality.  According to this study, the 
ML approach has a 72% accuracy due to multiclass 
unbalanced red wine data. To balance the red wine 
dataset, the over sampling methods SMOTE and its 
variants SMOTE ENC, SMOTE EN, Borderline 
SMOTE, SVM SMOTE, SMOTE Tomek, and 
SMOTE ENN are used. This study employs LRC, 
DTC, RFC, ETC, XGBC, ABC, and BC for 
prediction. Precision, recall, specificity, f1 score, 
geometric mean, and indexed balance accuracy are 
used to evaluate the performance of the ML 
approach. According to the experimental results, 
the combined SMOTE ENN outperforms the other 
oversampling strategies. The hybrid SMOTE ENN 
improves the accuracy of ensemble machine 
learning techniques RFC, DTC, ETC, and boosting 
ML approach to greater than 90%. This hybrid 
technique improves the f1 score and G-mean to 
above 95%. As a result, SMOTE ENN + ETC 
outperforms other models and is selected for 
implementation. In the future, this work will be 
expanded by including other physiochemical 
features in various types of wines and using 
machine learning models to predict them. It will 
use meta heuristic algorithm to fine tune the 
performance of machine learning models. The 
sampling method is tested with other multiclass 
imbalance datasets.  
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Figure 2.b: Histogram of parameters in Redwine Quality Dataset 
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