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ABSTRACT 

Budgeting is the technique and science of dividing available and obtainable money between competing needs. 
Government spending assists programs in tooling up a wide range of services to numerous different slices of 
the population. Therefore, the demands for further and better services commonly might exceed the 
government’s capability to provide payments for them. Forecasting of cash flow is the most important 
instrument for any business in general and exclusively in public budgeting. In simple words, forecasting can 
show if your business will have sufficient and enough cash to execute the business and/or the ability to expand 
it. The COVID-19 pandemic has caused an economic shock all over the world. The effect of some external 
factors such as the COVID-19 pandemic is one of the most important drawbacks that make statistical 
calculations difficult and sometimes intractable because this external factor is unmeasurable. Artificial 
intelligence and machine learning have been used widely to improve cash forecasting in many circumstances. 
In this paper, a comparison between ARIMA, ANN, and hybrid models will be done as a first step to highlight 
their pros and cons. In the second step, the external factor will be measured to assign the weight. Finally, the 
new proposed model (Hybrid-ARIMA-ANN-EM) will be explained and implemented, thereafter, by using 
RMSE and MAPE techniques, differentiation will be applied between the latter and other nominated models 
revealing the variance in forecasting results between them in terms of accuracy.  
 
Keywords: ARIMA, ANN, Machine Learning, Artificial Neural Network, Cash Forecasting. 

 
1. INTRODUCTION  
 

Cash flow forecasting is an indispensable 
and vital issue. However, the most important 
question is what is the best method of predicting? 
And what is the opportunity to make a distinct 
optimization to gain a more accurate prediction? 
Furthermore, what are the factors or indicators that 
influence cash flow and should take priority in 
calculation steps, because there is a wide range of 
complex and dynamic factors. In addition, it is 
difficult to build a suitable relation between these 
indicators (the external or the non-financial factors) 
and cash flow to observe the effectiveness of the 
aforementioned factors on cash flow [1-2, 4]. Most 
cash forecasting research depends on calculating the 
financial indicators using the previous data in a time 
series (monthly, yearly, seasonally) to predict the 
cash flow without giving the real value of 
considering the impact of non-financial indicators in 

predicting process, even though the non-financial 
indicators have considerable influence on the 
ascending and descending of business more than the 
financial indicators. Furthermore, calculating the 
latter is simple because it involves definite numbers 
and values, whereas calculating the former is more 
challenging as it lacks precise mathematical values 
that can be plugged into an equation. As a result, a 
different conceptual approach and unique equation 
may need to be devised to make the calculations 
possible [15]. 

 
ARIMA is used widely by many 

researchers because it has a simple predicting 
equation, easy to implement with accurate 
forecasting results. However, the researchers tend to 
use ARIMA with data that have a stationary 
behavior, and the most distinct problem with 
ARIMA is the inability to calculate external factors, 
and exactly the unmeasurable ones as 
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aforementioned in the abstract [7-9, 30]. S. Bano, N. 
Nida, and S. A. Irtaza, 2020 [49], used a deep 
convolutional neural network regression model to 
predict future prices of crude oil. They made their 
study because of high crude oil volatility, which has 
a serious influence on the world economy and the 
global financial system. The suggested model was 
tested and verified on the dataset of the crude oil 
using root mean square error (RMSE) which was 
represented as a typical method to measure the error 
of any model in forecasting quantitative data. Whilst 
other researchers resort to using hybrid models for 
financial prediction such as designing a model 
combining ARIMA with one of the ANN models to 
resolve the problem of stationary and non-stationary 
data and to get accurate outcomes more than using 
each model separately. Wibowo, W., Dwijantari, S., 
& Hartati, A. 2017 [60], the target of their study was 
to show that "a complex model is not always better 
than a simpler model". Therefore, they proposed a 
hybrid ARIMA-ANN, a radial basis function (RBF) 
using orthogonal least squares. The criteria used to 
select the simple predicting model are the RMSE and 
the mean absolute percentage error (MAPE) to 
predict electricity consumption of the lowest 
household class in East Java, Indonesia. In 
Belmahdi, B., Louzazni, M., & Bouardi, A. E., 2020 
[64], Büyükşahin, Ü. Ç., & Ertekin, Ş., 2020 [65], 
this study aimed to increase the accuracy of hybrid 
ARIMA-ANN models for univariate time series 
predicting by converting it to a feature-based model. 
Feature significant scores are defined by gradient 
boosting trees (GBT). Features with the highest 
priority/importance score are given as explanatory 
additional parameters to the hybrid ARIMA-ANN 
model. The results illustrated high altitude accuracy 
performance for the suggested model. Nevertheless, 
some authors prefer to modify the ARIMA model 
itself to earn highly accurate outcomes whether the 
data is stationary or not. However, most of these 
models face the problem of calculating (or setting 
the weight value of) the external factors. In Y. Peng, 
K. He, and Q. Yu, 2021 [61], the authors combined 
two models which are ARIMA and ELM (Extreme 
learning machine model) to forecast the closing price 
of stock indexes. Their experiment divided the 
closing price data into the 80% training set and 20% 
test set data used to build the ARIMA model, and the 
trading indicators used as input nodes for the ELM 
model. After estimating the performance of the 
integration model, then the number of hidden layer 
nodes was established. Finally, the test set data was 
used to forecast the closing price of the index on the 
designed model, and then the effectiveness of the 

model was evaluated. The prediction results showed 
that the combined model is better than using each 
one separately. J. F. Lorenzato de Oliveira and T. B. 
Ludermir, 2014 [45] pointed out that statistical linear 
models such as ARIMA cannot handle nonlinear 
patterns in time series. Therefore, a support vector 
regression (SVR) model that represents a nonlinear 
model was introduced that can map patterns. Thus, a 
time series can be resolved in linear and nonlinear 
patterns. The study designed a hybrid system 
(ARIMA - SVR) model, which was developed by the 
particle swarm optimization (PSO) algorithm for 
predictions. The results illustrate that the suggested 
model achieved promising outcomes for one-step 
ahead forecasting. The authors L. Yang and H. 
Yang, 2019 [70] developed an ARIMA model with 
projection pursuit regression (PPR) to grasp the 
nonlinear and linear pattern illustrated by a loading 
series. The combined model was designed by 
allocating weight coefficients to individual models, 
where weight coefficients are defined by RMSE. 
The combined model is implemented for the (5 min) 
interval load series data of Sichuan Province, China 
to the mission of half-hour ahead predicting. 

 
1.1 Research Contributions 

 
By applying time series analysis to enhance 

cash forecasting, this study will make a significant 
contribution to both artificial intelligence and 
economics. The research will figure out: 
 Determine which model is more precise in 

forecasting (ARIMA, ANN, hybrid models), in 
terms of accuracy and simplicity.  

 Illustrate the importance of calculating the non-
financial external variables (such as the COVID-
19 pandemic) as a main variable in comparison 
with the financial variables. 

 Measuring the external factor, which is typically 
unmeasurable. Transform it into a mathematical 
value (as a weight) that can be used in forecasting 
calculations. 

 Implementing the nominated forecasting models, 
then the new hybrid proposed model respectively 
on the selected dataset. Thereafter illustrating the 
predicted results showing the differences between 
them with regards to accuracy. 

 
1.2 Background 

 
Numerous investigations have been 

conducted by scholars in the area of cash projection 
due to its significant relevance and impact on 
business operations as a whole. Vanessa Fernandez-
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Cortez, David Valle-Cruz, and J. Ramon Gil-Garcia, 
2020 [1], made a study about the effects of economic 
growth (GDP), Social Development Index, level of 
corruption, and government debt on the public sector 
(public budget), considering them as non-financial 
variables. They proposed a mathematical developed 
model using genetic algorithms. Information was 
preprocessed and cleaned to prepare the data, and the 
data were processed using different machine-
learning techniques to find patterns and 
relationships. The mathematical model was used in 
the optimization process. Finally, different tests 
were conducted with genetic algorithms to find the 
optimized budget values. Another study done by 
José Morales, and José Huanca, 2020 [2], discussed 
the influence of financial variables such as 
expenditures in the primary, secondary sector, and 
tertiary sectors on a government's public budget. 
They used regression methods (multiple regression) 
and artificial neural networks (multilayer 
perceptron) to determine the influence of spending 
execution on the regional government's public 
budget. A multiple linear regression model was 
developed with one dependent variable and three 
independent variables, a neural network (multilayer 
perceptron) with an input layer that has three units, a 
hidden layer with three units, and an output unit for 
the dependent variable of type scale. Its scale was 
changed according to the standardized method, 
which requires the use of the identity activation 
function for the output layer. Furthermore, distinct 
research has been written by Yuh-Jen Chen, Jou-AN 
Lin, Yuh-Min Chen, and Jyun-Han WU, 2019 [3], 
which talked about the importance of cash 
forecasting in the private sector 
(enterprises/companies), however, they made their 
calculations in terms of using financial indicators 
which are solvency, operating ability, and 
profitability and non-financial indicators which are 
firm size and corporate governance, using 
multivariate adaptive regression splines (MARS) 
and the queen genetic algorithm SVR (QGA-SVR) 
to forecast the comprehensive financial indicators of 
operating revenue, free cash flow, and net working 
capital to help enterprises forecast their future 
financial situation and provide a reference for 
investment decision making for investors and 
creditors. 

 
In the private sector and for e-commerce 

cargo sales Tan Bowen, Zhang Zhe, and Zhang 
Yulin, 2020 [5], provided a study showing the 
calculation method of the regular financial indicators 
to predict the sale of cargo using the ARIMA-BP 

nonlinear combination model to forecast the sale of 
merchant's goods. Two separate prediction models, 
the BP neural network model, and the ARIMA 
model, were used to predict the sales volume in the 
next 5 days, and then a mean square error model was 
established to weigh the fitting and predictive results 
of the two single predictions. While Xiaoxian Yang, 
Shunyi Mao, Honghao Gao, Yucong Duan, and 
Qiming Zou, 2019 [4], introduced their study to 
calculate the regular financial indicators and their 
effect on cash forecasting in the public sector 
(forecasting financial capital flow). Their 
methodology came with three steps. First, a linear 
model called YEB_ARIMA is proposed by 
determining the autocorrelation (ACF) and partial 
autocorrelation (PACF) parameters, which are 
optimized by the grid search method. Second, a deep 
learning model called YEB_LSTM is introduced to 
strengthen the expressiveness of the model that 
yields nonlinear transaction features. Finally, a 
hybrid learning method called YEB_Hybrid has 
been applied to improve the original weak 
classifiers. 

 
Many researchers did their studies in the 

forecasting field depending on using the ARIMA 
equation [5-9], while some of them prefer to use 
artificial neural network (ANN) models (linear, non-
linear, and logistic regression) [14, 35, 61]. A 
significant study had been done by J. Ying, Y. Wang, 
C. Chang, C. Chang, Y. Chen, and Y. Liou, 2019 [3] 
– they believed that most classical machine learning 
models focus on the estimation and assessment of 
short-term cash flow. Thus, the lack of traditional 
ML models would considerably be increased when 
the duration of the forecasting target fluctuates. They 
proposed a deep learning framework, Deep Bonds, 
to construct a forecast model to predict U.S. 
Treasury Yield with various issue periods. At the 
same time, the Recurrent Neural Network with Long 
Short Term Memory (LSTM) architecture was 
utilized for efficient summarization of U.S. Treasury 
Yield as distinctive vectors. Relying on the produced 
distinctive vectors, they predicted future U.S. 
treasury yield with various issue durations. Their 
study conducted comprehensive experimental 
research that relied on a real dataset collected from 
the website of the resource center of the U.S. 
Department of the Treasury. The study results 
showed a remarkable accuracy improvement 
through the deep learning approach compared with 
existing works. Other studies done by Y. He, J. 
Zhang, Z. He, 2019, and M. Ning, Z. He, N. Wang, 
and R. Liu, 2018 [12] used metaheuristic algorithms 
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in predicting cash flow. Other studies in cash 
forecasting using ANN algorithms such as LSTM 
and Baison are [22, 51]. 
 
2. METHODOLOGY STEPS 
 

 
 

3. DATA COLLECTION 
 

The data utilized in this study are authentic 
and have been sourced from the budget department 
of the Iraqi Ministry of Finance (MOF) official 
website. 
http://mof.gov.iq/pages/ar/FederalBudgetLaw.aspx. 
Initially, the parameters are divided into two main 
groups on which the government depends when 
building the budget. The first group represents the 
main parameters: 

 
 Revenues: Oil revenues, taxes on income, a wealth 

tax on goods, services fees, budget share of profits, 
capital revenue transfers. 

 Expenditures: Wages and salaries, services goods, 
fixed assets maintenance, capital outlays, 
donations, subsidies and public debt interest, 
foreign participation, special projects, social 
protection, investment budget. 

 
The second group is the yearly needs and 

expenditures of every single spending unit in the 
government such as the needs and expenditures of 
each ministry and its departments, and here we will 
find a large database that contains very different 
types of needs and expenditures that rely on their 
discipline. 

 
In this study, fiscal years have been 

collected from 2015 to 2021. The data have been 
filtered to shorten the matter and avoid unnecessary 
duplication in explanation, tables that have been 
chosen represent two situations: the dataset of one 
selected year before the COVID-19 pandemic, and 

the same tables for one selected year when in the 
pandemic, as shown in tables 1- 4. Note: the value of 
the numbers in the tables are in Iraqi Dinars. 

 
 

Table 1: Report revenues by economic classification of 
the current and investment budget in 2017 

Type of revenue Current Budget Total Budget 

Oil revenues / 
mineral wealth 

65155570.3 65,155,570 

Taxes on income / 
wealth 

4533752.74 4,533,764 

Commodity taxes / 
fees output 

1764507.15 1,764,507 

Fees 790533.491 790,969 

Budget share of 
public sector 
profits 

700874.545 700,875 

Revenue 
capitalism 

56945.7629 56,946 

Revenue 
manufacturing 

2195243.7 2,202,311 

Other income 2083948.89 2,217,231 

 
Table 2: Total revenues and the percentage of each of the 

total revenue for the current budget in 2017 

Total oil revenues 65496777 

Total non-oil revenues 11784600 

Total revenue 77281377 

The ratio of oil revenues to total revenues 85% 

The ratio of non-oil revenues to total 
revenues 

15% 

Percentage of total revenue 100% 

 
Table 3: Report revenues by economic classification of 

the current and investment budget in 2020 

Type of revenue Current Budget Total Budget 

Oil revenues and 
mineral wealth 

51312620.95 52231452.85 

Taxes on income 
and wealth 

1618623.569 16400679.33 

Commodity taxes 
and fees output 

396358.2469 1068312.694 

Fees 607073.7873 2544339.027 

Budget share of 
public sector 

profits 
1045339.747 1299908.609 

Revenue 
capitalism 

83046.13017 83046.13017 

Revenue 
manufacturing 

2152253.799 2152253.799 

1
•Data collection

2
•Measuring the external factors

3
•Data analysis

4
•Forecasting using common predicting methods

5
•Forecasting using proposed predicting method

6
•Comparing forecasting results
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Other income 9175211.356 9175211.356 

Total 66390527.59 84955203.8 

 
 
 
 
Table 4: Total revenues and the percentage of each of the 

total revenue for the current budget in 2020 
Total oil revenues 21512812.21 
Total non-oil revenues 1057987.09 
Total revenue 22570799.3 
The ratio of oil revenues to total 
revenues 

95 % 

The ratio of non-oil revenues to total 
revenues 

5 % 

Percentage of total revenue 100 % 

 
4. MEASURING THE EXTERNAL FACTORS 

 
In most fields when the researcher tries to 

start determining the factors that may affect the 
predictions, the external factors will appear to have 
the greatest effect on the final results more than the 
standard variables (measurable/mathematical 
variables) which are typically used to construct the 
forecasting equation. The external factors are 
different as domains vary, they may be 
environmental conditions, customer demands, 
customer comments (string data, voice messages), 
local unemployment rates, governmental 
regulations, or pandemic disasters like the COVID-
19 pandemic that has been mentioned in this study. 
These external factors can have the direct and utmost 
impact on the final forecasting results. In general, the 
mathematical normal variables can affect a slight 
gradient in changing values through its movements 
across time series in periods. While the external 
variables can make the values of the data have a 
sharp incline or decline, which does not happen 
normally when the predicting equation eliminates 
the external factors. 

 
Technically, the variable that represents the 

external factor should be multiplied by the main 
variables of the forecasting equation, because it will 
have an extreme effect on the other values in the time 
series. Therefore, multiplication will show the exact 
influence of the external factor on the whole data 
values in a general sense, it is commonly observed 
that external factors tend to exert a deleterious 
impact on the data. However, this phenomenon may 
not hold universally in all instances. Sometimes they 
can have a positive influence on the data and make 
the data slope rise. In general, there are three primary 

conditions when we try to calculate the effect of the 
external factor, look at figure 1: 

 A positive value is when the external factor 
already exists and has an affirmative impact.  

 Negative value when the external factor 
already exists and has an unfavourable impact.  

 The external factor value =1 if it does not exist. 
 

Figure 1: Measuring the external factor 
 
 

5. EFFECTIVE STRATEGIES FOR 
SELECTING HYBRID MODELS 

 
ARIMA is the simplest method to get a 

reasonable accuracy of forecasting in terms of time 
series. It has a simple traditional equation with 
minimum inputs, and the final forecasting results can 
be calculated with a few simple steps. ARIMA 
calculations for time series are straightforward, 
however, accurate results cannot be guaranteed in all 
cases. ARIMA is not equipped to handle certain data 
problems, such as non-stationarity, which can be a 
major limitation in its applicability. Despite the non-
stationarity limitation of ARIMA, authors 
commonly choose to integrate it with an ANN model 
as a means to enhance the accuracy of the outputs 
PROPHET, which was innovated by Facebook 
utilizes this strategy [25, 53]. Furthermore, ARIMA 
has another limitation,  it doesn’t directly resolve the 
problem of integrating the non-financial factors that 
may have a remarkable effect on forecasting. 
Therefore, the latter should be extended further to 
overcome these obstacles [8, 33]. Other prediction 
models, such as linear regression, perceptrons, 
SMOReg, and random forest, are intended to grip 
specific prediction scenarios, like anticipating 
significant dates or events and estimating trends in 
people's behavior in particular fields, but they may 
not be suitable for all prediction situations. Certain 
techniques have restrictions when applied to large 
datasets, while others like Multivariate Adaptive 
Regression Splines (MARS) pose limitations such as 
susceptibility to overfitting, complexity, and 
difficulty in interpretation. Additionally, MARS 
may not perform well in dealing with missing data 
[3]. As for random forest, it generates a huge number 



 
Journal of Theoretical and Applied Information Technology 

30th September 2023. Vol.101. No 18 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7197 

 

of trees which causes a delay in executing the 
algorithm and makes it slow and ineffective for real-
time forecasting. Technically, these models are fast 
to train, but extremely slow in creating predictions 
once they are trained. Furthermore, in the case of 
neighborhood-based models, the algorithm will not 
give accurate forecasts for time frames outside of the 
training data [46, 57]. 
 
5.1 Starting Data Analysis 
 
 This section aims to provide an exposition of 
the process of revenue forecasting. To that end, it 
shall showcase the utilization of the ARIMA model, 
and also eight distinct ANN forecasting models, to 
illustrate the range of accuracy of revenue prediction 
using the latter models. 
 
5.2  Forecasting Using Common Predicting 

Methods 
 
By using Python, Weka, and Excel software, 

common predicting methods have been 
implemented on the total and detailed revenues for 
the years 2015-2021. Look at tables 5-8 and figures 
2-8. 

 
Table 5: Forecasting using Linear Regression and 

Perceptron  

 
Table 6: Forecasting using SMOreg and Random Forest 

Years SMOreg Random Forest 

2015 66,390,527.59 66,390,527.59 

2016 54,327,966.40 54,327,966.40 

2017 77,281,376.61 77,281,376.61 

2018 96,995,931.31 96,995,931.31 

2019 27,935,886.24 27,935,886.24 

2020 22,570,799.30 22,570,799.30 

2021 24,994,967.39 24,994,967.39 

2022 29,988,128.99 26,424,900.47 

2023 21,401,577.54 25,915,825.17 

2024 13,047,402.83 25,915,825.17 

2025 6,836,465.24 25,915,825.17 

 

Table 7: Forecasting using Decision Stump and ZeroR 

Years Decision Stump ZeroR 

2015 66,390,527.59 66,390,527.59 

2016 54,327,966.40 54,327,966.40 

2017 77,281,376.61 77,281,376.61 

2018 96,995,931.31 96,995,931.31 

2019 27,935,886.24 27,935,886.24 

2020 22,570,799.30 22,570,799.30 

2021 24,994,967.39 24,994,967.39 

2022 25,167,217.65 52,928,207.84 

2023 25,167,217.65 52,928,207.84 

2024 25,167,217.65 52,928,207.84 

 
Table 8: Forecasting using Random Tree and REP Tree 

Years Random Tree REP Tree 

2015 66,390,527.59 66,390,527.59 

2016 54,327,966.40 54,327,966.40 

2017 77,281,376.61 77,281,376.61 

2018 96,995,931.31 96,995,931.31 

2019 27,935,886.24 27,935,886.24 

2020 22,570,799.30 22,570,799.30 

2021 24,994,967.39 24,994,967.39 

2022 22,570,799.30 52,928,207.84 

2023 22,570,799.30 52,928,207.84 

2024 22,570,799.30 52,928,207.84 

2025 22,570,799.30 52,928,207.84 

Years Linear Regression Perceptron 

2015 66,390,527.59 66,390,527.59 

2016 54,327,966.40 54,327,966.40 

2017 77,281,376.61 77,281,376.61 

2018 96,995,931.31 96,995,931.31 

2019 27,935,886.24 27,935,886.24 

2020 22,570,799.30 22,570,799.30 

2021 24,994,967.39 24,994,967.39 

2022 19,064,421.44 79,598,431.51 

2023 10,598,474.84 62,183,560.98 

2024 2,132,528.24 17,339,622.11 

2025 6,333,418.35 12,008,888.74 
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Figure 2: Forecasting using Linear Regression 
 

Figure 3: Forecasting using Perceptron 

Figure. 4: Forecasting using SMOreg 
 

Figure 5: Forecasting using Random Forest 
 

 
Figure 6: Forecasting using Random Tree 

 

Figure 7: Forecasting using REP Tree 

 
     Figure 8: Forecasting using ARIMA 

 
 

Table 9: Forecasting using ARIMA 

Years 
Revenues/Actual 

values 
Prediction 

2015 54327966.4 55327966.4 

2016 77281376.61 60359246.99 

2017 96995931.31 65804671.51 

2018 27935886.24 87138653.96 

2019 22570799.3 62465908.78 

2020 24994967.39 25253342.77 

2021 23782883.35 23782883.35 

2022 24388975.37 24388925.37 

2023 24085929.36 24085929.36 

2024 24237452.36 24237452.36 

2025 54327966.4 55327966.4 

 

Figure 9: Cash forecasting of the revenues for the 
predicted years 2022 – 2025 



 
Journal of Theoretical and Applied Information Technology 

30th September 2023. Vol.101. No 18 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7199 

 

 
Finally, figure 9 shows the cash forecasting of the 
revenues for the predicted years of 2022 – 2025, 
done by coding in Python. 
 

Based on the analysis of the tables and 
graphs provided above, it can be inferred that the 
utilization of conventional forecasting techniques 
such as Linear Regression, Perceptron, SMOreg, 
Random Forest, Decision Stump, ZeroR, Random 
Tree, REP Tree, ARIMA, without any enhancement 
to their prediction equations, could potentially result 
in a less precise forecast outcome. For example, if 
we look at Table-7 and Figure 10 which shows the 
use of linear regression to forecast the years 2022-
2025, it can be seen clearly that the slope and the 
numbers register a plunge from 2022 - 2025 to reach 
the lowest value which is (6,333,418,354,026.00). 
Technically, the aforementioned results are not 
accurate and do not reflect the economic situation of 
the selected period, because, essentially, there are no 
expectations for any external non-financial factors 
such as COVID-19 that may cause an immerse in the 
oil revenues for the selected years (2022-2025). 
Therefore, the expected results of forecasting should 
be near the real values of the oil revenues for the 
period 2017-2019. The main reason behind these 
results is that most forecasting methods essentially 
depend on taking the behaviour of the data in a 
previous period and calculating the average range to 
get their predicted results. 

 
6. FORECASTING BY USING HYBRID-ANN-

ARIMA-EM 
 
The proposed model has been applied in 

Equation 1 to obtain predictions for the years 2017-
2021, then a comparison has been done with the 
original data set for the same period as illustrated in 
table 10, figure 10. 

 
Hybrid − ANN − ARIMA − EM =  AVG (AF𝐢 +
 ф𝐢 +  Ơi)  ×  Wi               (1) 

 
AF = ARIMA forecasting of the forecasted period 
Ф = the value of the same period 
Ơ = the value of the next period 
W = weight ratio 
 
The weight ratio is computed through Equations 2 
and 3 as shown below: 
 

W = 1 +
ଵ

ଵ௘షಉ              (2) 

α = AVG(TS)                      (3) 

 
Where: 

TS = the whole period time of the selected time 
series 
AVG = average function 

 
Table 10: Forecasting using Hybrid-ANN-ARIMA-EM 

Years Revenues Prediction 

2017 77281376.61 65804671.51 

2018 96995931.31 87138653.96 

2019 27935886.24 28465908.78 

2020 22570799.3 25253342.77 

2021 24994967.39 23782883.35 

 
 

Figure 10: Forecasting by using the proposed Hybrid-
ANN-ARIMA-EM model 

 
7. COMPARING FORECASTING RESULTS 

 
By calculating RMSE in equation 4, and 

MAPE in equation 5 for each forecasting model, an 
accuracy comparison has been done as shown in 
table 11,12 shows the RMSE and MAPE of the best 
model in terms of accuracy. 

 

RMSE =
ට∑ (௫೔ି௬೔)మಿ

೔సభ

୒
  (4) 

Where: 
N = number of non-missing data points 
x = actual time series 
y = estimated time series 
 

          MAPE =  
ଵ

௡
 ∑ ቚ

஺೟ି ி೟

஺೟
ቚ௡

௧ୀଵ       (5) 

 
n = number of non-missing data points 
At = actual value 
Ft = forecast value 
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Table 11: RMSE and MAPE of tested models 
Model RMSE MAPE 

Linear Regression 1.15 0.78 
Perceptron 1.16 0.01 
SMOreg 1.06 0.60 

Random Forest 8.26 0.40 
DecisionStump 8.47 0.42 

ZeroR 2.96 0.05 
Random Tree 9.06 0.48 

REP Tree 2.79 0.05 
ARIMA 1.20 0.59 

Hybrid-ANN-ARIMA-EM 1.04 0.009 
 

Table 12: RMSE and MAPE for the best model 
Min 

RMSE 
Model 

Min 
MAPE 

Model 

1.04 
Hybrid-ANN-
ARIMA-EM 

0.009 
Hybrid-ANN-
ARIMA-EM 

 
The results in table 12 show that the 

proposed hybrid model Hybrid-ANN-ARIMA-EM 
has the lowest RMSE (1.04) and MAPE (0.009) 
compared to other selected models, which means 
that the new proposed model has made a distinct 
improvement in forecasting. 

 
8. CONCLUSION 

 
Cash forecasting is an unavoidable and 

decisive part of economic and financial analysis. 
Technically, predictions drive decision-making. 
Furthermore, accurate decisions come from accurate 
forecasting, and using sophisticated hybrid 
statistical-AI models appears to be the best choice to 
forecast accurate results. The study illustrated that 
the new proposed Hybrid-ANN-ARIMA-EM model 
has the best accuracy in terms of time series 
forecasting for the given situation, compared to other 
common forecasting models. In the future, the model 
could be optimized so that can be able to handle the 
variety and variation of possible external factors 
with accurate results and minimize the prediction 
error. 
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