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ABSTRACT

Text summarization is the procedure for generating a short copy of a given text. The main objective of text summarization is to create an outline that encompasses the text’s main content. In this paper, a new model based on ontology, unsupervised learning, and cellular learning automata is proposed for the text summarization task. For this purpose, using the ontology, concepts of sentences are extracted and mapped to some clusters of sentences with similar meaning, where the most appropriate sentence is selected for the summarization task. The clustering has been done by using K-means unsupervised learning on a corpus of English sentences. Cellular Learning Automata (CLA) is applied for the calculation of n-grams and extracting the summary content. The results were evaluated using the ROUGE-2 method and showed that the quality of the summary text improved by an average of 19.26% compared to other works in the literature.
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1- INTRODUCTION

Summaries are a shortened form of text that give readers an overview of the content. Reading a summary allows the reader to make a decision about reading the full text. Extractive and Abstractive Summarization Systems are the methods to outline the content utilizing software programs [1-3]. Extractive outline approach is based on selection of representative content from the given content information. Abstractive approach is concerned with producing outline by following the sense and nature of the content. In abstractive method, we may utilize new words or sentences for detecting the extensive content while in extractive outline, we will choose characteristic set of words and sentences. Initial summary systems were created based on simple formal features such as the position of sentences in a document [4], the frequency of words [5, 6], or the existence of words and expressions of reference [6]. A number of more advanced methods used machine learning techniques to determine the best set of features for extraction [7]. The principle issue for creating an extractive programmed content summarization is to distinguish the most important data in the source document. Although, a few methodologies guarantee being language independent, most of them utilize some level of language learning like lexical rules [8], key-phrases [9] or characteristic examples for supervised learning [10, 11], as in LSTM-CNN deep learning approach [12], clustering and optimization [13] and improved semantic graph approaches [14].

The ontology can be considered as a set of entities and the relationship between them. The ontology, together with the set of individual instances, forms the knowledge classes, which represent the concepts and are the most important part of ontology. An ontology defines a set of vocabulary and includes terms, which help to remove any ambiguity from the text [15]. In [16], an ontology-based approach for creating a customizable summary was created which can be identified during the survey summary and preferences. RDF diagrams were constructed and appropriate RDF sentence scores were obtained for user-significant sentences. In [17], an abstract summary was presented which
used Yago's ontology with entity recognition and disambiguation, sentence ranking and sentence selection. In [18], an ontology called as Texminer was used to extract important sentences with rhetorical structure. The ontology helped to incorporate all the important concepts of the topics, and to obtain semantic information of the concepts to facilitate abstraction.

In graph-based methods, combining sentences helps to remove the extra parts of a sentence. It is assumed that there are many similar sentences in the text, and this similarity helps to merge sentences in summarization process. In [19], a combination of phrases and unsupervised methods were used to produce summaries of natural language. The graph structure was also used to find similar structural sentences, and then the paragraph text was generated. In [20], based on grammar correction, information-based summation was created by finding the shortest path in word-graph, but due to information-based ranking, his work suffers from lack of linguistic quality. In [21], research of [20] was developed with the help of inference graph creation, additional information was eliminated by word graphs, so that important sentences were extracted from the text and could produce abstract summaries. They used WordNet to find relationships between words and applied this information to merge graph nodes. Information content and grammatical issues were selected as factors for deciding the best paths to the graph, and to generalize summary. In [22], “word-graph” fragment graphs were used to reduce the graph size. Document graph representation is performed by using the similarity relationship between sentences, where the similarity between two sentences is used as the weight of the edge between two nodes.

In cluster-based summarization, the narrative text classification is used as an automatic keyword extraction. Three popular methods are TFIDF, KEA, and Keyterm, which are used to extract keywords from the content validity of the pages. They employ ANOVA tests to analyze and rank data with acceptable percentages and quality. The evaluation tests show that the key phrases extracted from the narrative text are significantly better than those obtained from the full text in the pages. This shows that the classification of narrative text to extract key terms is essential for efficient document summarization [23]. In [24], authors presented a cluster-based approach that consisted of two steps, the sentences being first clustered and then the representative sentences based on each cluster were defined and extracted, and a discrete differential evolution algorithm was used to optimize the objective functions. The results was evaluated by the ROUGE-1, ROUGE-2 and ROUGE-su4metrics methods.

Other methods of summarization include the use of graphs and neural network models for extracting sentences from the text. These methods recognize the most important sentences using different linguistic properties. They consider the correlation between textual units to eliminate weak connecting sentences in the summary. To calculate the similarity degree between sentences, a proper indexing weight is assigned according to the document conditions. The process is as follows: a) Pre-processing: Parsing the document and generating sentences, b) Graph structure: Each sentence is considered as a node where each node has its properties that specifies its behavior, c) Sentence ranking: The relationship between sentences is calculated based on collected penalties and rewards [25]. In this way, after extracting their important properties, the sentences are linearly combined to reveal the significance of each sentence. Two algorithms that are used for measure similarity are bee colonies and cellular learning automata [26].

Research Objectives are developing an unsupervised learning approach for text summarization that leverages the hierarchical structure and semantic relationships encoded in an ontology and conduct a comparative analysis with other text summarization techniques, including supervised and semi-supervised methods, to highlight the advantages and limitations of the proposed approach.

Most text summarization methods come with important shortcomings, the consequence of which is to ignore the semantic relationships of phrases, synonyms, and words that have the same pronunciation. In this study, we propose a method for extraction summarizing of texts trying to overcome abovementioned shortcomings. In order to improve the accuracy of post-processing summary, we use a graph-ontology method as well as unsupervised learning for text corpus to increase
understanding of concepts. Finally, we use cellular learning automata model for text summarization.

2- METHODOLOGY

The steps of proposed algorithm for summarization are as follows:

1) Pre-processing and disambiguation
2) Take each document as a graph and break the text into sentences.
3) Determine the importance of each sentence by ontology and unsupervised K-means clustering.
4) Compute \( n \)-grams with CLA to increase accuracy
5) Determine the closest sentence (most factor sentence) for each cluster center to summarize and determine the degree of the importance of the sentence in the final summary.

The general approach is shown in Figure 1:

In the proposed approach, we expect that due to the clustering of concepts in the ontology section as well as the addition of CLA, we get more accurate summarization results.

2-1- Pre-Processing and Disambiguation

The text is broken into sentences. Stop-words and high vocabulary and high frequency phrases are excluded from the text because they are not useful in recognizing the relevance of sentences. The output of this step is a matrix whose elements at each row are important and processable words of a text sentence. Tokenization is a procedure for breaking a content stream in words, sentences, phrases and other significant items called tokens. Vectorization changes over these content records to a network of tokens dependent on their frequency in the text.

2-2- Document (corpora) to graph conversion with ontology

Each document is considered a graph. The vertices are the concepts embedded in the document that are related to the domain ontology, and the edges represent the relationship between these concepts. For each sentence in the text, its containing concepts are linked to their related concepts in other sentences, thus expanding the structure of the graph [27]. There are two ways to determine the path value from any concept to another, i.e., the degree of association between two concepts: If these two concepts are directly related, we can use their predefined relationship degree. If the two concepts are not directly related, then we must determine the amount of implicit communication between them in a proper way. For this purpose, regardless of the type of relationship between intermediary concepts, the minimum weight of the relationship between the concepts or concepts examined between the two concepts is referred to as the weight of the relationship between the two concepts [28]. Most existing methods of indexing and weighting the terms and concepts contained in documents are based on the presence or absence of a word in a set of documents. In general, the index words describe the content of a document in different dimensions. In indexing algorithms, each of the index terms is weighted based on its importance in the document. So far, various weighing methods have been presented and tested [29–31].

To apply ontology to corpora, it is first and foremost useful to define a preliminary conceptual structure for the domain from introductory or didactic texts on the studied domain. Secondly, we recommend performing a relationship extraction using the bottom-up method (based on the corpus): it consists of taking the list of extracted terms, searching for each term in its context, and studying its matches. In order to observe the conceptual relationships that each of them has with the other terms. Finally, we recommend applying the top-down method, which consists of looking for conceptual information in lexicographic works [32].
K clusters \((C_1, \ldots, C_K)\), \(K \leq N\), the K-means goal is to minimize the mean squared of the similarity interval \(\|x_j - c_i\|^2\) [33]:

\[
\min \sum_{i=1}^{K} \sum_{i \in C_i} \|x_j - c_i\|^2
\]  

(1)

where \(c_i\) is the center of cluster \(C_i\). The reasons for the utility of the K-means method are its ease, simplicity, scalability, convergence speed, and consistency with sparse data.

The K-means algorithm provides an easy way to implement an approximate solution of the equation. The reasons for the utility of the K-means method are its ease, simplicity, scalability, convergence speed, and consistency with sparse data. The K-means clustering algorithm can be considered as a slope or descending gradient method. Cluster centers begin and regularly update cluster centers in order to reduce the objective function in the equation K-means always converges to the minimum location.

Implementation of the standard K-means involves continuous and sequential repetition. Each iteration of the entire data set visit is required to assign the data to the corresponding clusters. At the end of each iteration the new centers are calculated so that the next iteration uses the new centers. After a certain number of such duplicates the centers will remain the same [34]. The operation of the algorithm must be such that the boundary between the data set that is likely to be switched to another cluster and the data that holds and maintains the cluster that it owns during the next iteration is tracked. As the implementation of the K-means algorithm progresses, the centers get closer to their final position. As the number of iterations increases, the centers become less divergent from their current position and consequently fewer data items are controlled and reviewed [35].

In fact, most clustered data subjects or clusters whose centers move slowly should not be affected by motion. They will remain part of the same cluster at the next iteration and have fewer points of motion. The ability to detect which data topics affect motion means that we do not need to visit the entire dataset, and only a small part of the dataset is sufficient. Before deciding which data issues to include in the "demarcation," we need to determine the criteria that must be implemented by the data elements in a way that is capable of incorporating the "demarcation" element. Assume point \(p\) is part of cluster \(c\) (Figure 2). Point \(p\) is part of cluster \(C\), and the distance between \(p\) and \(A\) is less than its distance to \(A\) and also less than its distance to \(B\). We want to know how far point \(p\) is from jumping to another cluster. Obviously, the formula would be:

\[
ed_p = \text{Min}(d_{PA} - d_{PC}, d_{PB} - d_{PC})
\]

(2)

Where \(ed\) is the distance between \(p\) to the nearest boundary. It can be said that point \(p\) is about the size of \(ep\) for switching to another cluster. At the end of duplicate \(i\), the centers need to be updated and updated according to the new order.

![Figure 2: Three hypothetical clusters of data](image)

Suppose center \(A\) has moved \(A\) and center \(B\) has moved \(B\) and \(C\) has moved \(C\). The worst-case scenario for point \(p\) is that point \(C\) is further away from point \(p\) as it gets closer to point \(A\) and \(B\), so what would be the conditions for \(P\) to get closer to cluster \(C\) Obviously it will be as follows:

\[
ed_p > |CC| + |AA|
\]

(3)

\[
ed_p > |CC| + |BB|
\]

(4)

To simplify the algorithm and reduce the computation we can combine terms (3) and (4):

\[
ed_p > 2 \times \text{Max}(|AA|, |BB|, |CC|)
\]

(5)
Which is generally a way to determine whether a point is part of a "demarcation" list or not [36], but because we check and control the differences and inequalities for the data elements in each iteration where we started Returns. To prevent such computations, we can adjust all data elements at wider intervals, based on the research of Dierckens et al. [37]. To evaluate the similarity between a cluster and a graph of equation (6), we use [38, 39]:

\[
\text{Similarity}(C_0, O_1) = \sum_{v_k \in O_1} w_{k,j} \tag{6}
\]

\[w_{k,j} = 0, O_j v_k \in C_i\]

We used an unsupervised algorithm to discover groups of sentences with similar meaning in the corpus. Then we can choose the best sentence representative of each group to summarize. Figure 3 shows the clustering algorithm which is similar to approach of [37]. We use some criteria like elbow and silhouette method to determine the best number of clusters.

1. Define constant WIDTH
2. Define intervals \( l_i = l_i \times \text{WIDTH}(i+1) \times \text{WIDTH} \) and tag them with value \( i \times \text{WIDTH} \)
3. Mark the entire data set to be visited
4. For each point to be visited:
5. Compute \( e = \min(d_{pcw}, d_{pcv}) \) where \( C_w \) is the center of the winner (closest) cluster and \( C_l \), \( l=1..k \), \( l \neq w \) stands for all other centroids
6. Map all points with \( i \times \text{WIDTH} < e < (i+1) \times \text{WIDTH} \) to interval \( i \times \text{WIDTH} \) where \( i \) is a positive integer
7. Compute new centroids \( C_j \), where \( j=1..k \) and their maximum deviation \( D = \max(|C_j'|) \)
8. Update \( l_j 's \) tag by subtracting \( 2 \times D \) (points owned by this interval got closer to the edge by \( 2 \times D \))
8. Pick up all points inside intervals whose tag is less or equal to 0, and go to 4 to revisit them

Figure 3: Concept clustering algorithm based on research by Dierckens et al. [39]

The community of Artificial Intelligence and Knowledge Engineering has proposed several definitions to identify the nature of computer ontology and ontology in general. From the early 90s, Gruber proposed the following definition: An ontology is a "formal knowledge representation" [40]. He then went on to specify that an ontology is a "formal and explicit specification of a shared conceptualization" [41]. Knowledge must therefore be not only formalized but also shared by several people. Guarino then reviews the definitions offered by Gruber, defining ontology as a "common and shared understanding of a domain that can be communicated between people and systems" [41]. The ontology must be understood by many people, but also understood by the software. Yoshioka recalls that the representation of ontology is a set of object classes [42]. Bachimont recalls that ontology refers to logic. He defines ontology as "a rigorous and structured vocabulary description, in the logical sense, a specialized field" [42].

Specifically, an ontology is a set of concepts structured in a network of dependencies that has hierarchical relationships (i.e., a property inheritance between concepts) and semantic relations (describing the properties of concepts or roles between concepts).

We classify the sentences into the nodes of a predefined hierarchical ontology, that is, a classification task. In addition, the reliability weight of the node computed by the classifier, enables us to identify the main issues of a document. The ontology we use is not domain specific. Also, the hierarchical classifier that maps sentences to nodes does not need tagged data in the training phase.

We compute the set of properties for each sentence based on the hierarchical classifier output. By collecting the nodes computed by the hierarchical classifier, we create a handbag for each sentence. If a sentence is mapped to several sub trees in the class, we will insert all nodes from each sub tree. By adding tag labels, we can create tags in a document:

\[w_d(t) = \sum_{i \in \text{sentences} (d)} \text{conf}(t, i) \tag{7}\]

where \( w_d(t) \) is the weight of tag \( t \) and \( \text{conf} (t, i) \) is the confidence value of the \( t \) in \( i \), the highest tags can be interpreted as the main topics of a document [43].
2-4- Compute N-Grams With CLA

Cellular Automata (CA) consist of a regular network of cells, each of which is an automaton with a finite set of states like on and off. For each cell, a set of cells, called its neighbors, is defined which make interactions with that particular cell. Typically, the rules for updating the cell's status are similar for all the cells and will not change over the time [44]. A Learning Automata (LA) can be considered as an abstract object with a finite number of actions. The LA works by choosing an action from its set of actions at each time step. The action is evaluated by a randomized environment response and the automaton uses the environment reward or penalty to choose its next action. If LA chooses an operation such as $a_i$ at the $n$th stage and receives a favorable response from the environment, the probability of $a_i$ operation being $p_i(n)$ increases and the probability of other operations is reduced. During this process, the automata learn to choose the optimal action. Cellular Learning Automata (CLA) is identified as a network of Learning Automata.

A common way to represent documents is to display text documents as a set of $n$-grams. Document words are extracted, and eventually a set of words is available that represents the entire document. This set defines the space in which each individual word is available that represents the entire document. Each word in the document is assigned a weight that specifies the importance of that word for the document's separation. We use irregular uniform (IU) and uniform CLA (UCLA) algorithms as well as a set of union rules that are added in order to keep the order of words (the order in $n$-grams). The applied CLA has one (or more) LA in each cell, which chooses one action among its allowed actions at each time step. In this research, we used L-R-I linear learning model for all LAs. Each cell of CLA is assigned to the items that are available in each row of the dataset. At first, each cell is considered a neighborhood center, and union rules are applied to it. If the cell(s) are repeated more than the threshold number, they are sent to the output as a joint $n$-gram. The algorithm steps are as follows [26]:

1) Save each sentence of the document in a data record.
2) Create a matrix of $n$-grams such that the number of rows and columns is the number of sentences in the document. The diagonal elements are zero and other elements are calculated based on $n$-gram junctions.
3) Calculate $n$-gram relations between sentences with CLA ($n > 1$):
   a. Each word in dataset row is located in each cell as a rule of union.
   b. Each transaction of the neighborhood base union rules.
   c. If the current transaction repeats the previous transaction, the neighborhood is reinforced.
   d. Repeat each time will reward each cell with an $n$-gram output.
   e. If the reinforcement rate exceeds the threshold, they are sent to the output as a high frequency sequence.
4) Update: Neighbors and $n$-gram matrices are updated.
5) Validation: Steps will continue until the entire data set transaction is read and performed on the CLA and $n$-gram matrices are extracted.

2-5- Evaluation Method

Summaries created by the proposed method was evaluated by the ROUGE measurement toolkit [46]. ROUGE is an instrument which estimates the quality of the summary by tallying the covering units between the reference outline and the competitor summary. This takes place by $n$-gram review between a produced summary and a lot of reference summaries. Eq. (8) demonstrates the figuring of this measure.

$$\text{ROUGE} = \frac{\sum_{\text{summed}} \Sigma_{\text{match}(n - \text{gram})}}{\Sigma_{\text{summed}} \Sigma_{\text{n-grams}} \text{Count}(n - \text{gram})}$$

Table 1: Summary Implementation Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Summarization</td>
<td>0.167654</td>
<td>0.241555</td>
<td>0.203880</td>
</tr>
<tr>
<td>Ontology</td>
<td>0.183167</td>
<td>0.269166</td>
<td>0.214633</td>
</tr>
<tr>
<td>Ontology + K-means</td>
<td>0.184629</td>
<td>0.320000</td>
<td>0.244738</td>
</tr>
<tr>
<td>Ontology + K-means + CLA</td>
<td>0.199990</td>
<td>0.325816</td>
<td>0.284305</td>
</tr>
</tbody>
</table>
3- EXPERIMENTAL RESULTS

3-1- Data Set

The Document Understanding Conference (DUC) for 2002 was used to evaluate the proposed method [1]. The reason for the selection is to compare the proposed method with previous work. The DUC 2002 includes two sets: a) a training set and b) a test set. The training set consists of 30 sets, each containing approximately 10 documents, and each summary is written by 10 human experts. The test suite contains 30 sets of documents. For the body language, natural language projects used at Stanford University were used [2]. The ontology information was also extracted from OLIA ontologies [3]. For training and inferring test document vectors using paragraph vectors or doc2vec [4].

3-2- Results

ROUGE-2 was used to evaluate the experimental results1. The parameters obtained by the evaluation method are F-measure, Precision, Recall, and the obtained values of the parameters for comparison are presented in Table 1. In this way, the summary score was obtained with the least executable state, and then step-by-step was executed to allow for comparisons:

Table 3: Comparison of the results of the present study

<table>
<thead>
<tr>
<th>Technique</th>
<th>present study</th>
<th>Abbasi et al.</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Summarization</td>
<td>0.203110</td>
<td>0.2291</td>
<td>-12.79595258</td>
</tr>
<tr>
<td>Ontology</td>
<td>0.215715</td>
<td>0.2291</td>
<td>6.204737215</td>
</tr>
<tr>
<td>Ontology + K-means</td>
<td>0.244913</td>
<td>0.2291</td>
<td>6.456406913</td>
</tr>
<tr>
<td>Ontology + K-means + CLA</td>
<td>0.283765</td>
<td>0.2291</td>
<td>19.26417889</td>
</tr>
</tbody>
</table>

4- CONCLUSION

In this paper, a new model based on ontology, unsupervised learning, and cellular learning automata for the text summarization problem is proposed. Using ontology, the meaning of each sentence can be examined based on the related concepts defined in ontology, and then each sentence can be assigned to a cluster related to these concepts. Given that labeled data is scarce and expensive in many problems, unsupervised learning is used as an effective and economical method for learning complex models. In the text summarization problem, unsupervised learning can be used to divide sentences into clusters with similar themes and concepts based on existing similarities between them. This can help with sentence clustering, and ultimately, using one of the representative sentences in each cluster, a summary of the text can be generated. By using cellular automata, the optimization of summarized sentences can be performed. In this model, considering the concepts and relationships between sentences, using optimization algorithms, summarized sentences can be produced in a way that important and key information from the text is preserved, resulting in the best possible summary.

In reviewing the results, the paper shows that the quality of the summarized text is improved by an average of 19.26% compared to other works done in the literature. However, this value can somehow be considered as an improvement, but it seems that further improvement in the quality of summaries should be made to be able to compete with existing methods in the field of text summarization. By the way, this article is only dedicated to English texts and cannot be used for other languages. Also, part of

---

1 https://github.com/kavgan/ROUGE-2.0
this paper's model uses K-means unsupervised learning, which may not improve significantly for data with complex and skewed distributions. In general, this paper is considered as an innovation in the field of text summarization and can be useful for future research and improvement of existing methods in this field. However, to improve the quality of summaries, methods with higher accuracy and greater generalizability should be used.

5- FUTURE RESEARCH

In the context of learning for contextual data, the main focus is on deep recursive networks, supervised, unsupervised, and semi-supervised learning. In semi-supervised learning methods, unlabeled data is used together with labeled data to improve learning accuracy. To continue this work, supervised learning methods such as support vector machines and semi-supervised learning methods with CLA are suggested.
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