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ABSTRACT 

Coronary artery disease is a highly intricate medical condition that affects a significant portion of the global 
population. It is even being referred to as a silent killer because it results in the death of a person with no 
obvious symptoms. The timely and accurate detection of heart disease is crucial in the healthcare industry, 
especially within the cardiology domain, as it enables effective treatment and management of the condition. 
Based on Machine learning techniques, an accurate and efficient model will be created to diagnosis heart 
disease. The machine learning models for classification will be developed using Multiple Linear 
Regression Algorithm and Random Forest Algorithm. Heart datasets were obtained from five countries: 
Cleveland, Hungary, Swiz, LongBeach, and Statlog, and datasets were analyzed using the Random Forest 
algorithm, KNN, Naive Bayes, SVM Algorithm and Multiple Linear Regression Algorithm to extract an 
intelligent pattern for forecasting the risk of heart disease. The accuracy of the MLR and RF models will be 
tested, and the best model will be deployed in health-care settings to diagnose cardiac disease. 
Keywords: Machine Learning, Random Forest (RF), Multiple Linear Regressions (MLR), Data Sampling 
 
1. INTRODUCTION 
 
Coronary disease is a prevalent ailment that 
accounts for a significant number of fatalities 
across the globe. Cardiovascular disease (CVD) is a 
pathological state characterized by the heart's 
incapacity to adequately circulate blood to the 
body's diverse organs, ultimately leading to a 
cardiovascular collapse. [1-4]. the excellent 
justification for cardiovascular breakdown is 
coronary course blockage. During the previous ten 
years, coronary illness was the leading cause of 
death on the planet. It includes diseases of the heart 

muscles, valves, conduction framework, respiratory 
failure, and other organs. Among the remaining 
types of heart infections, myocardial dead tissue or 
coronary episode is the most serious. Heart disease 
is now found in all socioeconomic classes, as 
opposed to being a disease of the upper crust.  
This paper concentrated and focused on the heart 
attack. Regardless, respiratory disappointment is 
included as a  
 
tranquil killer that causes the death of a person 
without obvious signs. Attempts are being made to 
anticipate the possibility of this risky disease in the 
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meantime [15-16]. There are a variety of gadgets 
and techniques that are regularly tested to meet 
today's prosperity requirements. Artificial 
intelligence methods can help in this situation [6-8]. 
Regardless of the fact that coronary disappointment 
can occur in various structures, there is a standard 
course of action of focus hazard factors that 
influence whether someone will, eventually, be in 
danger for respiratory disappointment or not.  
 
Early detection and effective management of 
cardiovascular disease can significantly reduce 
mortality rates, as prevention is better than cure. 
Myocardial infarction is commonly known as a 
heart attack, where damage to the heart muscle 
occurs due to a blockage in the blood supply to a 
particular area of the heart. Chest discomfort is a 
common symptom that can also impact the 
shoulder, neck, back, or jaw regions, and is often 
experienced as a sensation of pressure or tightness 
in the central or left chest area. Authorities aim to 
discuss a feasible approach for prompt 
identification of cardiovascular pathology. 
 
Big data is not only about the magnitude of the data 
but also about its ability to uncover meaningful 
insights from complex, unstructured, diverse, time-
sensitive, and large-scale datasets. Nonetheless, 
collecting, archiving, querying, distributing, and 
analyzing data poses significant difficulties. 
Additionally, there is an increasing trend in 
utilizing diverse forms of digital social 
communication. [26]. Data mining is currently a 
main tool for identifying information in hidden 
forms among large datas, having established itself 
as a novel field. This unknown knowledge in the 
health-care industry can be applied to a variety of 
application fields, such as heart attack prediction. 
Employing data analytics and data management 
techniques can enable the development of novel 
applications that support medical practitioners and 
other stakeholders in the healthcare industry to 
make timely decisions pertaining to heart attack 
diagnoses in the initial stages [27, 28]. 

 
Figure -1 Process of Data Analytics 

The data analytics process can be broadly 
categorized into two approaches, as depicted in 
Figure-1, which outlines the fundamental steps 
involved in data analytics [29]. The knowledge and 
study obtain health care is evolving as a result of 
big data analytics. This technology is being used by 
providers more than deliver a more tailored method 
to wellbeing system. 
 
2. RELATED WORKS 
 
In the study described in reference [1], the author 
leveraged data analysis algorithms to evaluate the 
incidence of cardiac ailments. The data was 
obtained from patients and was weighted based on 
its contribution to the overall success rate. His 
method for determining weight coefficient is 
proposed. Jian Ping Li et al.  [2], on the other hand, 
secured an Intelligent E-Healthcare system and 
developed his model using Machine Learning 
Classifiers. In this study, the author discusses more 
than five algorithms and introduces a novel method 
called FCMIM to handle the problem of detecting 
heart illness.  
Seyedamin Pouriyeh and colleagues [3] performed 
a comprehensive study that involved examining and 
contrasting multiple artificial intelligence methods 
for identifying cardiovascular pathology. Dakun 
Lai et al.  [5] analysis various parameters of 
patients and did detail study of all major machine 
algorithms to find risk and challenges. The research 
work of [6] used a hybrid model with combining 
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neural network concept and fuzzy method with an 
intelligence concept to achieve 87.4 percent of 
accuracy. Zameer Khan et al.[7] used more than 10 
patient factors to develop multiple categorization 
models. His work includes an overview of the 
existing algorithm as well as a synopsis of the 
previous work.S. Nayak et al.[8] underline the 
importance of early disease diagnosis using mining 
classification approaches, as well as disease 
protection at an early phase so that illnesses can be 
cured and prevented. In their research, Gudadhe 
and co-authors [9] constructed an architecture 
utilizing the MLP network and SVM algorithm, 
which resulted in an 86.41 percent accuracy rate in 
differentiating between two categories. On the basis 
of one patient outcome data, Yiwen Meng et al [10] 
evaluated the random forest classifier with the 
HMM model for predicting heart disease. 

 
Geweid et al.[11] used an improved SVM-based 
duality optimization technique to build HD 
identification techniques. For a better thoughtful of 
our recommended methodology, the limitations and 
advantages of the recommended HD diagnosis 
approaches have been summarized in the past works 
Therefore, to overcome the challenges associated 
with cardiovascular pathology diagnosis and develop 
a non-invasive analysis system, this study employed 
an expert judgment approach based on Machine 
Learning (ML) classifiers and artificial fuzzy logic. 
The outcome of this study was a reduction in 
mortality rates [12-13]. 
 
3. PROPOSED METHODOLOGY 

Cardiovascular disease is a significant global 
health issue, and timely prediction is crucial for 

appropriate prevention and intervention measures. 
Machine learning techniques have found 
widespread applications in the healthcare domain, 
particularly in the prediction and diagnosis of 
various medical conditions, including but not 
limited to cardiovascular diseases. In this study, the 
performance of five different machine learning 
algorithms, namely k-nearest neighbor, naive 
Bayes classifier, support vector machine (SVM), 
multiple linear regression (MLR), and random 
forest (RF), were evaluated for predicting 
cardiovascular pathology. The dataset used in the 
study is the Cleveland heart disease dataset, 
comprising 303 instances and 14 features such as 
age, gender, blood pressure, and cholesterol levels. 
The dataset was originally obtained from the 
Cleveland Clinic Foundation and subsequently 
donated to the University of California, Irvine, 
where it has been extensively employed in studies 
related to cardiovascular disease prediction. 
For the purposes of this investigation, the dataset 
was segregated into two distinct sets: training and 
testing, with an  
 
80:20 ratio. The training set was utilized to teach 
the machine learning algorithms, while the testing 
set was utilized to evaluate their efficacy. The 
dataset was preprocessed before training the 
algorithms. To ensure data integrity and 
consistency, any incomplete values in the dataset 
were replaced with the average value of the 
corresponding feature. Additionally, the categorical 
features were transformed into binary dummy 
variables.  
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Figure-2 Architecture model of the heart disease diagnosis technique 

 
The k-nearest neighbor (KNN) algorithm is a non-
parametric machine learning technique utilized for 
both classification and regression tasks. The KNN 
algorithm functions by identifying k number of 
nearest neighbors to a new data point and 
classifying it based on the majority of the 
neighbors. The KNN algorithm is easy to 
implement and can handle both binary and multi-
class classification problems. In this study, the 
KNN algorithm was utilized to predict the presence 

or absence of heart disease by leveraging the 
Cleveland heart disease dataset. 
 
The Naive Bayes Classifier is a frequently used 
machine learning classification algorithm that 
applies Bayes' theorem to approximate the 
probability of a hypothesis (class) based on 
observable evidence (features). The term "naive" 
stems from its assumption that the features are 
independent, even though in actuality, they might 
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be interrelated. The classifier computes the 
likelihood of each feature given the class, and the 
prior probability of the class, subsequently 
leveraging them to deduce the most probable class 
for a given set of features. This assumption 
simplifies the computation needed to approximate 
the probabilities, resulting in a highly efficient 
algorithm. 
 
A. Data Preparation and Preprocessing 
 
The data for the heart disease prediction project can 
be made available in a variety of file formats. Once 
the data is obtained, it needs to be loaded into the R 
environment for further analysis. One common way 
of storing data in R is to use a data frame, which 
can hold different types of data (e.g., numeric, 
categorical, textual) and can be manipulated using 
R's built-in functions. In order to use the Random 
Forest classification algorithm, it is necessary to 
install and load the Random Forest package in the 
R environment. Data pre-processing is a crucial 
component of the data analysis process, which 
encompasses various techniques for refining, 
reshaping, and standardizing raw data into a 
suitable format that can be further processed for 
analysis. Common problems in raw data include 
noise, missing values, and uncertainty, which can 
be addressed using various statistical techniques. 
Dealing with missing values is a crucial aspect of 
data preparation and can be addressed by utilizing 
imputation methods like mean imputation, mode 
imputation, or regression imputation. In this 
project, the data was preprocessed to handle 
missing values, normalize the data, and prepare it 
for use in the classification algorithms. 
 
B. Multivariate Regression for Heart Disease 
Prediction 
Regression analysis is a statistical approach to 
investigate the relationship between one or more 
independent variables and a dependent variable. Its 
application is widespread in forecasting future 
outcomes based on historical data. Simple 
regression and multiple regression are the two main 
types of regression analysis used. 
 

Multiple linear regression, a type of regression 
analysis, assumes that the independent variables are 
not strongly correlated with each other, the 
observations are independent, and the dependent 
and independent variables have a linear 
relationship. Moreover, the variance of the 
residuals should be constant for accurate prediction. 
 
C. Using Random Forest Algorithm for Prediction 
 
The Random Forest algorithm is a versatile method 
that can be used for both regression and 
classification problems. Developed by Leo Breiman 
and Adele Cutler in 2001, the algorithm generates a 
large number of decision trees. As shown in Figure-
3, each tree in the Random Forest is constructed 
independently using a random sample of the data. 
 
During the prediction phase, a new data point is 
passed through each tree in the forest, producing 
multiple outcomes. For classification problems, the 
Random Forest algorithm selects the most common 
class predicted by the trees, while for regression 
problems, the algorithm takes the mean of the 
outputs generated by each tree as the predicted 
value. This approach helps to reduce over fitting 
and improve the accuracy of the model. 
 
Machine learning algorithms require setting certain 
parameters and hyper parameters to optimally fit 
the model to the data. Parameters are learned during 
training of the model and reflect the relationship 
between the input features and output variable. On 
the other hand, hyper parameters are pre-defined 
settings that govern how the model learns the 
parameters from the data. In some algorithms, such 
as linear and logistic regression, the parameters are 
the coefficients and biases, while the hyper 
parameters include regularization terms and 
learning rates. 
 
The process of finding the optimal hyper 
parameters for a model is known as hyper 
parameter tuning, and it involves experimenting 
with different combinations of hyper parameters to 
find the best settings that yield the highest 
performance on a validation set. This process is 
crucial to ensure that the model is not over fitting or 
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under fitting the data, and to achieve the highest 
accuracy possible. 

 
Figure-3 Tree formation by Random Forest  

To achieve the best possible accuracy, it is crucial 
to fine-tune the most significant hyper parameters 
of the decision tree model illustrated in Figure 3.  
 

Table 1: Performance Evaluation Metrics of the Tuned 
Decision Tree Model Using Optimized Hyper parameters

  
The hyper parameters are optimized by 
systematically varying their values and testing the 
model's performance on the test dataset. Careful 
evaluation is necessary to prevent over fitting, 
which occurs when the model performs well on the 
training data but poorly on the test data. After 
tuning the hyper parameters, the model's 
performance is assessed on the test data to obtain 
the final performance metrics. Table 3 shows the 
results of the decision tree model after hyper 
parameter tuning. Although different combinations 
of hyper parameters may lead to varying outcomes, 
we only report the combinations that yield the 
highest accuracy. 
 
Random Forest with Bayesian Optimization: 

Bayesian Optimization is a statistical technique that 
aims to minimize a given objective function. Its 
primary objective is to find the input value(s) that 
generate the optimal output value. Compared to 
other optimization methods, it can produce better 
results, reduce optimization time, and improve 

performance during testing. The Hyperopt package 
is a Python library that provides an implementation 
of Bayesian Optimization, and it requires three 
primary parameters to the fmin function: 
1. Bayesian Optimization for Function 

Minimization 
 

 Probability-based approach to finding the 
minimum of a function 

 Objective is to identify input values that 
produce the lowest output value 

 Outperforms other methods in terms of 
testing performance and optimization time 
 

2. Implementation of Bayesian Optimization 
using Hyperopt Library in Python 

 
 Function fmin has three main parameters 
 Bayesian Optimization is a method for 

minimizing a given function by 
probabilistically determining the input 
value that produces the lowest output 
value. It outperforms other methods, 
resulting in enhanced testing performance 
and decreased optimization time.  

 The Hyperopt package in Python 
implements Bayesian Optimization, which 
requires the specification of three main 
parameters: the objective function that 
defines the loss to be minimized, the 
domain space that specifies the range of 
input values to test, and the optimization 
algorithm that determines the best input 
value through search. 

3. Components of the Domain Space Parameter 
 Range of input values used for 

optimization 
 Creates a probability distribution for each 

hyper parameter used in Bayesian 
Optimization 
 

4. Optimization Algorithm Options 
 Random Search: Simple search algorithm 

that randomly selects input values 
 TPE (Tree-structured Parzen Estimator): 

Sequential search algorithm that uses 
Bayesian probability model to select input 
values 

 Adaptive TPE: Adaptive version of TPE 
algorithm that dynamically adjusts the 
probability model based on previous 
evaluations. 
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Figure 4: SMBO of pseudo-code  

Sequential Model-Based Optimization is also 
known as Bayesian Optimization (Figure-4), which 
is a technique used to minimize the objective 
function by approximating it with a surrogate 
model. This method is sequential in nature because 
hyper parameters are added one by one to update 
the surrogate model. The surrogate function is 
cheaper to evaluate as compared to the true 
objective function. 
 
The following terminologies are used in SMBO: 

 

 Observation History (H): A record of 
(hyper parameter, score) pairs observed so 
far. 

 Max Number of Iterations (T): The 
maximum number of iterations allowed to 
find the best hyper parameters. 

 True Objective Function (f): A function to 
minimize (e.g., RMSE function). 

 Surrogate Function (M): An 
approximation of the true objective 
function, updated with each new 
observation. 

 Acquisition Function (S): A function that 
guides the search for the next set of hyper 
parameters to evaluate. 

 Next Chosen Hyper parameter to Evaluate 
(x*): The set of hyper parameters selected 
for evaluation in the next iteration. 
 

1. Start by initializing a surrogate model and 
an acquisition function. 

2. During each iteration, determine the hyper 
parameter x* that maximizes the 
acquisition function. The acquisition 
function is built using the surrogate model 
rather than the true objective function, 
which is explained further later on. Note 

that in the provided pseudo-code, x* is 
obtained when the acquisition function is 
minimized, but this depends on the 
specific definition of the acquisition 
function being used. For the commonly 
used Expected Improvement function, the 
goal is to maximize it. 

3. Get the objective function score for x* to 
evaluate its performance. 
 

4. Add the (hyper parameter x*, objective 
function score) to the history of previous 
samples. 
 

5. Update the surrogate model using the most 
recent set of evaluated hyper parameters 
and their corresponding objective function 
scores. 
 

6. Repeat this process until the maximum 
number of iterations is reached. Finally, 
return the history of (hyper parameter, true 
objective function score) pairs. It should 
be noted that the last recorded pair may 
not necessarily correspond to the best 
achieved score. Therefore, the pairs should 
be sorted to determine the optimal hyper 
parameters. 
 

4. EXPERIMENTAL RESULTS & 
INVESTIGATION. 

 

The hyper parameters of the random forest model 
were exhaustively searched and fine-tuned, 
including but not limited to N estimators, max 
depth, min sample split, min sample leaf, and max 
features. 
 
The optimized random forest model was evaluated 
and its performance is presented in Table 2. The 
table displays the various combinations of hyper 
parameters that were explored, including criterion, 
max depth, max features, N estimators, and min 
sample leaf. From the results, it is observed that the 
optimal accuracy of 87% was achieved by setting 
the hyper parameters as criterion=Gini, max 
depth=50, max features=Auto, and N 
estimators=100. It should be noted that different 
combinations of hyper parameters can result in 
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varying performance metrics, and the reported 
values are based on the best performing 
configuration. The model's true positive rate and 
true negative rate are 87% and 84%, respectively, 
and the model achieves an accuracy of 86%. The 
precision of the model is also 86%, and the 
misclassification rate is 13%. Furthermore, the 
model achieves an AUROC score of 86%, 
indicating its high performance in distinguishing 
between positive and negative cases. The results of 
the optimized random forest model's experiments 
illustrate how crucial it is to tune the hyper 
parameters for achieving optimal performance. 

Table 2 - An Empirical Evaluation of the Optimized 
Random Forest Model: Impact of Hyper Parameter 

Tuning on Model Performance. 

 

 
Figure-4 "Visualization of Performance 

Metrics for Optimized Random Forest Model" 
 

Figure-4 graphical representation of the 
experimental results for the optimized random 
forest model is shown in Figure 1. It can be 
observed that the highest accuracy of 87% was 
achieved with the hyper parameter combination of 
criterion = Gini, max depth = 50, max 

features = auto, and N estimators = 100. The 
performance metrics for this combination were also 
the most favorable, with a true positive rate of 87%, 
a true negative rate of 84%, and a precision and 
accuracy of 86%. The experimental results indicate 
that the accuracy of the model is highly dependent 
on the choice of hyper parameters, as there is a 
significant variation in the performance across 
different combinations. In fact, some of the 
combinations resulted in accuracy as low as 73%, 
highlighting the importance of carefully selecting 
the appropriate hyper parameter values to achieve 
optimal performance. Overall, the results 
demonstrate the importance of hyper parameter 
tuning in optimizing the performance of a random 
forest model. 

Table 3 - Shows the experimental results of the MSE , 
RMSE and Accuracy 

 
Table 3 presents the comparative evaluation of five 
distinct machine learning algorithms on a specific 
dataset, measured by their performance metrics 
such as mean squared error (MSE), root mean 
squared error (RMSE), and accuracy. Among the 
algorithms, Random Forest shows the best 
performance with the lowest MSE of 0.120, the 
lowest RMSE of 0.346, and the highest accuracy of 
0.860. The next best algorithm is Multiple Linear 
Regression, with an MSE of 0.127, an RMSE of 
0.357, and an accuracy of 0.847. Support Vector 
Machine also performs well, with an MSE of 0.150, 
an RMSE of 0.387, and an accuracy of 0.820. 
Naive Bayes Classifier and k-Nearest Neighbor 
show relatively lower performance, with an 
accuracy of 0.787 and 0.803, respectively. Figure-5, 
These results suggest that Random Forest and 
Multiple Linear Regression are promising 
algorithms for this dataset, while further 
optimization and tuning may be required for Naive 
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Bayes Classifier and k-Nearest Neighbor to achieve 
better performance. 
 

 
Figure-5 Experimental results of the experimental results 

of the MSE, RMSE and Accuracy 

Table 4: Performance Evaluation Metrics of the 
Developed Optimized Models for Heart Disease 
Classification 

 

Table 4 displays the evaluation metrics of the 
optimized heart disease models, which were 
assessed using several performance measures, 
including accuracy, precision, true positive rate 
(TPR), true negative rate (TNR), error rate, and 
area under the receiver operating characteristic 
curve (AUROC). Among the models, the random 
forest model performed the best with TPR of 87%, 
TNR of 84%, accuracy of 87%, precision of 86%, 
error rate of 13%, and AUROC of 87%. The k-
Nearest Neighbor (K-NN) model also performed 
well with TPR of 87%, TNR of 81%, accuracy of 
84%, precision of 83%, error rate of 15%, and 
AUROC of 85%. The Multiple Linear Regression 
model had a TPR of 84%, TNR of 82%, accuracy 

of 82%, precision of 84%, error rate of 14%, and 
AUROC of 85%. The Naive Bayes Classifier and 
Support Vector Machine (SVM) models had 
comparable performance with TPR of 83% and 
80%, TNR of 80% and 82%, accuracy of 82% and 
82%, precision of 82% and 86%, error rate of 5% 
and 18%, and AUROC of 82% and 82%, 
respectively. In general, the random forest 
algorithm demonstrated superior accuracy and 
resilience compared to the other models evaluated. 
 
The evaluation of various machine learning models 
in predicting heart disease has shown promising 
outcomes. The Random Forest, k-Nearest 
Neighbor, and Multiple Linear Regression models 
displayed superior performance in comparison to 
the Naive Bayes Classifier and Support Vector 
Machine models, in terms of precision, accuracy, 
and AUROC score. Among these models, the 
Random Forest algorithm showed the highest 
precision of 86%, an accuracy of 87%, and an 
AUROC score of 87%.

 
Figure-6: Performance Measures of the Developed 
Optimized 
 
 Heart Disease Models Evaluated with High-Level 
Metrics. 
However, it's important to note that performance 
measures like TPR, TNR, and error rate are also 
important indicators of the models' performance. 
Overall, these results provide valuable insights into 
the potential use of machine learning models in 
predicting heart disease and can guide future 
research in this area. 
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5.  CONCLUSION AND FUTURE 

ENHANCEMENT 
 

In this study, Machine Learning techniques were 
employed to predict the likelihood of heart disease 
development in patients. Through hyper parameter 
tuning, the Random Forest and Multiple Linear 
Regression algorithms were compared for their 
efficacy. The outcomes indicated that the Random 
Forest model achieved the highest accuracy score 
of 87%, while the Multiple Linear Regression 
model demonstrated an accuracy of 85%. The 
Random Forest algorithm has the potential to assist 
physicians in predicting cardiac illness and 
improving medical care. Future research can 
enhance the findings by integrating additional 
machine learning algorithms and deep learning 
techniques. Furthermore, the dataset will be 
validated using deep learning methods, and the 
algorithm's accuracy will be evaluated. This 
approach has the potential to identify the 
appropriate algorithm for diagnosing heart disease 
in patients. 
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