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ABSTRACT 
 

In today's medical disciplines, multiple massive quantities of data are being released, all of which constitute 
information on patients, diseases, and doctors. Disease The diagnosing process is one of the most important 
steps that requires a more costly examination. The illness outcome has been successfully predicted using a 
variety of different methodologies already in existence. However, it is far less capable of managing the huge 
and intricate medical dataset. A brand new Rough Set Min-Max Classifier (RMMC) is put to use in this 
approach that has been suggested in order to make illness forecasts. Based on the Euclidean distance 
measurement, the RMMC model describes the neighborhood connection between the two sets of instance 
data. This approach makes effective use of rough set theory, and the outcomes of the method's evaluation are 
examined using three distinct medical datasets. The experimental outcome of the RMMC technique that was 
presented is compared with the Neighborhood Rough Set Classifier (NRSC) algorithm, which stands for the 
Neighborhood Rough Set Classifier. The suggested technique achieves 99.42% accuracy in illness prediction, 
which is confirmed by the k-fold cross-validation, and has thus become a potential tool for diagnosing 
medical datasets. This is in comparison to the previous method, which only achieved 99.24% accuracy in 
disease prediction. 

Keywords:  Rough Set, RMMC, NRSC, Euclidean Distance, Medical Diagnosis. 
 
1. INTRODUCTION  
 

In today's highly modern world, the development 
of the computerized database system lends help to 
the decision-making and diagnostic processes 
involved in the medical dataset. The clinical 
expertise is able to make more informed judgments 
as a result of the analysis of the medical dataset 
performed by a knowledge-based system. The 
clinical dataset consists of a variety of different 
pieces of information on the patient and their illness. 
It is simple to develop a diagnostic, perform pattern 
recognition, and provide a prediction of the required 
work when using classification algorithms. The sole 
application of the rough set theory that can be found 
in the present methodologies is feature selection in 
medical diagnostics. An approach that works with 
the information learned from the relationship 
database is called rough set theory. It is equivalent to 

the fuzzy theory in a mathematical sense. The 
structural link of the imprecise data may be 
established by the use of the rough set technique. It 
is an extension of the classical sets that take into 
account their complementarity. When compared to a 
rough set, a fuzzy set makes use of partial 
memberships, while a rough set makes use of 
numerous memberships. This distinction is what 
distinguishes the fuzzy set from the rough set. 

1.1 Rough Set Theory 
A basic understanding of the topic at hand may 

be gained by doing a Set analysis.  It helps the 
process of extracting features from the data that is 
provided and provides a mathematical tool for 
assessing the hidden pattern in the data. It is able to 
reduce unnecessary data and rapidly detect the 
dependent relationships between the data. As was 
just said, it does an examination of the database in 
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order to discover the dependence values of the 
attributes. Find the value of each variable's 
dependence after doing some rough processing on 
each variable. There are certain undecipherable 
things that have been included in the database and 
have been replicated on several occasions. These 
items have the potential to trigger a redundant act, 
which forces the system to keep certain 
characteristics consistent according to their 
neighborhood connection. It is referred to be reduct 
when a database has a feature set that is 
comprehensive enough to completely characterize 
the database. As a consequence, this collection of 
characteristics is referred to as an adequate set of 
features to predict the outcome. In order to properly 
depict the reduct, there are a few criteria that it must 
have. These traits include being minimum and not 
being unique. 
 
1.2 Characteristics of Rough Set Theory 
 

 In most cases, the rough set is already quite 
mature owing to the mathematical structure 
that underpins it, and previous knowledge 
is not required in any way. 

 Because of its straightforward nature, 
determining the value is a straightforward 
endeavor. 

 The rough set model is capable of 
processing many different forms of data, 
despite the fact that the data is unfinished 
and imperfect. 

 Each idea is broken down into its 
component parts at varying granularities 
with the bare minimum of expression. 

 
 In most cases, the techniques of data analysis have 
difficulty resolving certain issues throughout the 
process of result prediction. These issues include 
recognizing the interdependence among the 
characteristics, minimizing the number of redundant 
attributes, pinpointing the attributes that are most 
important, and developing a decision rule. The 
learning idea as well as locating the underlying 
patterns in the dataset are the topics that are covered 
by the rough set theory. The element of the boundary 
line that decides whether an item is part of a set or 
none at all is the one in charge of making that 
determination for the system. It is used for a variety 
of purposes, including the creation of decision rules, 
data reduction, feature extraction, and feature 
selection. It does this by determining the comparable 
classes within the training data. Some techniques of 
categorization are unable to differentiate between 
the classes on the basis of their characteristics. The 

rough set, on the other hand, divided the classes into 
two distinct groups, such as lower and higher 
approximation. The data tuples that do not belong to 
the classes are included in the lower approximation, 
whereas the higher approximation comprises all of 
the data tuples that are considered to be part of the 
data based on the attribute knowledge. It provides 
the system with the help it needs to choose the 
significant characteristic from the dataset and 
decrease the data that is irrelevant. It lessens the 
amount of computing work that has to be done by the 
system. The learning for the classification process 
comes from the attribute set that comprises the preset 
classes. This learning is driven by the decision 
attributes. The learning process is carried out by the 
learning algorithm, which is then applied to the 
medical dataset. The effectiveness of the algorithm 
is evaluated by using the testing dataset. An Rough 
Set Min-Max classifier is used in this investigation 
to identify the various illnesses present in the dataset. 
This classifier enables the system to choose just the 
qualities that are necessary depending on the criteria 
that are most significant. 
       The aim of this research is to address the 
challenges posed by the vast and intricate medical 
datasets found in today's healthcare field. These 
datasets contain a wealth of information on patients, 
diseases, and medical practitioners. The primary 
focus is on improving the process of disease 
diagnosis, which often involves costly examinations. 
While various methods have been developed to 
predict disease outcomes successfully, they struggle 
to handle the sheer scale and complexity of medical 
data. 
 
      To overcome these challenges, the researchers 
introduce a novel approach called the Rough Set 
Min-Max Classifier (RMMC). This approach 
utilizes the principles of rough set theory and relies 
on Euclidean distance measurements to model 
relationships between different sets of instance data. 
The central goal is to enhance the accuracy and 
efficiency of illness forecasting using this new 
classifier. To evaluate the effectiveness of the 
RMMC model, the researchers conducted 
experiments using three distinct medical datasets. 
They compare the results of the RMMC technique 
with those obtained from the Neighborhood Rough 
Set Classifier (NRSC) algorithm, which serves as a 
benchmark in this context.  
 
      The remaining portions of the paper are 
structured as follows, In the second section, we 
discussed the work that was done by other 
researchers in the field. Within this part, the system 
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architecture of the suggested model is broken down 
and described. 3. The section discusses the findings 
of the experimental procedures. 4. A discussion of 
the conclusion may be found in section 5. 
 
2. RELATED WORK  

An article on diagnosing medical data with 
the use of a rough set was proposed by Manimaran 
and colleagues [1]. He introduced a rudimentary set-
based neural network with the purpose of lowering 
the amount of time needed for decision calculation. 
The network is able to accomplish the network gain 
with the assistance of the rough set, which assists the 
network in removing the undesirable properties of 
relations from the dataset. The Wisconsin Breast 
Cancer Dataset was the one he utilized. Marayam et 
al. [2] published a study where they advocated 
utilizing the rough set technique for picture retrieval. 
He is of the opinion that the dataset including 
ambiguous and imprecise information should also be 
used for analytical purposes. The uncertain dataset 
may provide the rough set with information that is 
helpful to recover. He examined the accuracy of the 
rough set in comparison to the results of a variety of 
different classifiers, including Naive Byes, Support 
Vector Machine (SVM), and Decision tree. Testing 
and training procedures are carried out using the 
Corel Image dataset. Khannan et al. [3] came up with 
the idea of combining the backpropagation 
algorithm with an indiscernibility relation technique. 
For the purpose of illness prediction, he used a 
clinical dataset. Pahulpreet et al. [4] published a 
work on machine learning, in which they analyzed a 
medical database using a variety of categorization 
methods. The p-value test is used to choose which 
characteristics to get from the database. A study on 
the subject of forecasting diabetic Mellitus was 
given by Baiju et al. [5]. He investigates the 
publications based on diabetes and the datasets that 
belong to them. He makes his prognosis based on the 
Disease Influence Measure (DIM). A work on a 
rough set perspective was provided by Shusaku et al. 
[6], and in it the authors said that the author 
employed both upper and lower approximation 
while screening and diagnosing patient data. A 
article on the use of soft computing methods was 
provided by Pradipta et al. [7]. He is of the opinion 
that the rough can cope with the uncertainty that is 
related with the medical data. Analytical methods 
such as the fuzzy set help limit the amount of data 
that is erratic and overlaps with other data. A 
publication written by Hong et al. [10], which 
represents his work, describes how he partitions 
brain pictures by utilizing a clustering technique and 

rough set.  A study proposing an overview of the 
rough set theory was written by Zhang et al. [11].  He 
went through the fundamental ideas as well as the 
methodology behind the crude set theory.  Udhaya et 
al [8] published a study on medical diagnostics in 
which the author used a unique approach of local 
rough set categorization. Due to the fact that the 
rough set may include both continuous and decision 
datasets. He contrasted the outcome of the study with 
a number of other approaches already in use and 
made use of five distinct medical datasets. A work 
on extracting the characteristics from the medical 
dataset was provided by Devi and colleagues [9]. 
She used the Epileptic Seizure Recognition Medical 
Data Set, from which 87 characteristics are retrieved 
in order to determine which features are regarded to 
be the most relevant for the analysis process. 
Concerns were raised by the author over the use of 
Euclidean distance in the process of developing the 
neighborhood rough set for illness prediction. In the 
current models, it is necessary to have an exact rule 
in order to continue with the algorithm; the rule must 
be different for each model in order to accurately 
forecast the outcomes. This results in the present 
model not being as accurate as it might be. 

Ishii et al. [12] propose the Directional 
Neighborhood Rough Set  approach as a solution to 
address issues related to Generalized Rough Sets. 
This approach introduces new concepts like 
information granules, lower and upper 
approximations, and a three-step classification 
algorithm. The authors conducted experiments to 
validate the effectiveness of their approach using 
real-world machine-learning dataset. Hardani et al. 
[13] conducted a study with the objective of 
evaluating the effectiveness of the rough set 
approach for feature selection in the diagnosis of 
breast cancer cases. They performed feature 
selection on the Wisconsin Breast Cancer 
(Diagnostic) Data Set available from the UCI 
machine learning repository. The research 
encompassed various stages, including data pre-
processing, feature selection, data randomization, 
classification, and performance assessment, all 
aimed at achieving these research goals.   A sizable 
ruleset is set aside just for the purpose of processing 
the testing and training data. Evaluation of the 
performance of the present model is done based on 
the rule. However, the model that is being suggested 
to forecast the neighborhood association between the 
qualities makes use of some kind of metric function. 
It might seem that the Euclidean distance formula is 
inaccurate, which would result in a failure to provide 
the required outcome. Implemented a new formula 
for Euclidean distance to measure the neighborhood 
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relation, and a tiny ruleset is used for evaluation 
reasons, both of which are detailed in further detail 
in section 3. This was done so that the necessary 
output could be obtained from the training dataset by 
means of a rough set. 
 
3. PROPOSED METHOD 
 

Take for example a dataset in the medical field 
that has both continuous and decision features. A 
crude set analysis, which is shown in Table 1, 
includes the presentation of some sample data for 
better understanding the progress being made. 
A{a1,a2} are examples of conditional 
characteristics, whereas D{D1, D2} are examples of 
decision attributes. Together, these 87 features were 
used by our model to make predictions about the 
outcome.  

Calculate the values of the distance metric 
for each record of an attribute by using the Euclidean 
Distance [8]. After doing the calculation to 
determine the neighborhood connection based on 
θ(x1) and setting the parameter to 0.1. The 
neighborhood connection for characteristics 
changed depending on the value which separated. 

 

Table 1: Sample Dataset of both continuous and discrete 
data. 

Records 
X1 ∈ U 

a1 a2 a3 a3 D 

X1 135 190 229 223 4 

X2 386 382 356 331 5 

X3 -32 -39 -47 -37 3 

X4 -105 -101 -96 -92 3 

X5 -9 -65 -98 -102 3 

X6 55 28 18 16 4 

X7 -55 -9 52 111 3 

X8 1 -2 -8 -11 3 

X9 -278 -246 -215 -191 1 

X10 8 15 13 3 3 

 
In order to improve overall performance by 
analyzing the property values in the surrounding 
area, a new Euclidean formula, equation (1), was put 
into place.  

 



n

1k

2))()((=xj)F(xi, kxkx ji       (1) 

The Euclidean distance is calculated for the 
sample dataset (Table 1), and the condition is 
satisfied for the new Euclidean distance formula, 
θ(x1)={x1,x2}. 

 

 
 

Figure 1: Block Diagram of Proposed Model 

Designing the research for proposed Rough Set Min-
Max Classifier" is a critical and foundational step in 
ensuring the study's success and the validity of its 
findings. A well-thought-out research design serves 
as a roadmap for conducting the research, collecting 
and analyzing data, and drawing meaningful 
conclusions. The suggested system's block diagram 
may be seen in Figure 1, which can be found here. 

The medical dataset is collected from the 
repository maintained by the University of 
California, Irvine (UCI). In the beginning, the 
Normalization process is used to perform the task of 
changing negative numbers into positive ones. After 
that, the dataset is partitioned into data for training 
and data for testing. Calculations of the 
Neighborhood and Equivalence relations for 
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attributes are performed on the training data. After 
that, the "and" operator is used to determine the 
values of the granules that make up the conditional 
characteristics. When evaluating the conditional 
characteristics, the lower approximation is used. 
When evaluating the decision attributes, however, 
the higher approximation is used. For both the higher 
and lower approximation, the computer will 
automatically construct a rule. The rule that applies 
to the border area of the data is generated by 
combining the value derived from the upper and 
lower approximation. The data are grouped together 
according to three consolidated rules. A calculation 
is done based on the cluster rule to determine the 
minimum value and the maximum value of the 
conditional characteristics. At long last, the RMMC 
algorithm is executed, and the minimum-maximum 
disparity is computed so that the outcome may be 
evaluated. The outcome is then judged based on how 
well the test data were applied. For the purpose of 
determining how accurate the suggested model is, k-
fold cross-validation is used.  

 
 

The Rough Set Min-Max classifier algorithm is 
explained below, 

 
Algorithm: Rough Set Min-Max classifier  
 
Input:   (𝑈, 𝐴 ∪ 𝐷), 𝜃 
Output: Predicted Result (PR) 
Step 1: To evaluate the neighborhood relationship 
among the attributes. 

𝑓(𝑥𝑖, 𝑥𝑗) =  (𝑋𝑖 − 𝑋𝑗)  

Form the above notation 𝑓 defined as a metric 

function of universe U, and (𝑈, 𝑓) is the 

neighborhood relation...𝜃(𝑥𝑖) =
 {𝑥|𝑓(𝑥𝑖, 𝑥𝑗) ≤  𝜃, 𝑥 ∈ 𝑈}   
Step 2: Construct the equivalence relation for the 
decision attribute.  

𝐼𝑁𝐷(𝐷𝑥)
= {𝑥 ∈ ∪ | ∀𝑑 ∈ 𝐷𝑥, 𝑑(𝑥) = 𝑑(𝑦)} 

 
Step 3: Apply “∧” (“and”) operator of the 
neighborhood granules. 

𝜃(𝐴𝑖 ∧  𝐴𝑗 )
=  {𝑥|𝑓(𝐴𝑖, 𝐴𝑗) ≤  𝜃, 𝐴𝑖 ∈ 𝑈, 𝐴𝑗 ∈ 𝑈} 

Step 4: Construct the neighborhood rough set lower 
approximation (𝑁𝐷 ) space for decision attributes 

𝑓𝑜𝑟 𝑎𝑙𝑙 𝐷  

𝑁𝐷 = {𝑥  | 𝜃  (𝑥  ) ⊆ 𝑋, 𝑥 ∈  ⋃)} 
Step 5: Construct the neighborhood rough set upper 

approximation (𝑁 𝐷 ) space for decision attributes  

𝑓𝑜𝑟 𝑎𝑙𝑙 𝐷  

𝑁 𝐷 = {𝑥 | 𝜃  (𝑥  )  ∩  𝑋 ≠  ∅, 𝑥 
∈  ⋃)} 

Step 6: Find the boundary region of data set by using 
neighborhood rough set boundary region 
(𝐵𝑁𝑅(𝐷)) 

𝐵𝑁𝑅(𝐷) = 𝑁 𝐷 −  𝑁𝐷   
Step 7: Generate certain rules using Neighborhood 
rough set based lower approximation (𝑁𝑅) 

𝑁𝑅 =  𝑓: (𝑁𝐷
,
⋃) → 𝑥𝑖  

Step 8: Generate the possible rules using 
Neighborhood rough set based on Upper 

Approximation (𝑁𝑅) 

𝑁𝑅 =   𝑓 (𝑁 𝐷 ,⋃) → 𝑥𝑖  
Step 9: Generate the possible rules using the 
Neighborhood rough set based Boundary region 
(BR). 

𝐵𝑅 = { 𝑓(𝐵𝑁𝑅, ⋃)   → 𝑥𝑖} 
Step 10: Consolidate the rules by merging lower, 
upper and boundary rules, 

R = 𝑁𝑅 +𝑁𝑅 + 𝐵𝑅 
Step 11:  For Every Decision, Attribute applies the 
Min-Max Rule Reduction algorithm. 

𝑅𝑅 = {(min(𝑟) , 𝑚𝑎𝑥 (𝑟)) ∈  𝑅 |  ∀ 𝐷𝑖} 
Step 12: Predict Result for test data using below Min 
Max Mean Disparity Classifier  

dpv =
    ∑  𝑇 −

𝑟  + 𝑟  

2
   

𝑁 (𝑅)
 

         𝑇𝑖 = 𝑖  𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑖𝑛 𝑡𝑒𝑠𝑡 𝑑𝑎𝑡𝑎   
      𝑟  

− 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓  𝑖  𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑖𝑛 𝑅𝑅 
    𝑟  

− 𝑀𝑎𝑥𝑖𝑚𝑢𝑚  𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑖  𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑖𝑛 𝑅𝑅 
      𝑁 (𝑅) = 𝑁𝑜 𝑜𝑓 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 𝑖𝑛 𝑅𝑅 

 
 
The process flow of the new method is 

shown in figure 2, which can be found here.  The 
RMMC model is evaluated using these three distinct 
datasets in order to identify the rate of performance 
it achieves. The value that is read from the input is 
normalized, which changes any negative values to 
positive ones. Using a ruleset, the data are 
consolidated into a single group by means of the 
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attributes' values and the similarity index. When a 
Rule cluster is being constructed, the Min-max value 
of the features being used is computed and then 
applied to the Min-max discrepancy. At long last, a 
result has been hypothesized based on the test 
results. The k-Fold cross-validation method is used 
in order to determine how accurately the RMMC 
algorithm performs. The suggested RMMC 
algorithm's pseudo-code is shown and discussed 
further below. 
 

Pseudo-code: RMMC Algorithm 
 
Input:  d: (A ∪ D)     θ: 0.1 

Output:  PR : Predicted Result 
 
d → d(7: 10) 

d → d(3: 10) 
 
𝐟𝐨𝐫𝐞𝐚𝐜𝐡 item 𝐢𝐧 d : 
 
θ [x : x ]
← Calculate NHR for Conditional attr 
 
D[x ]  
← Calculate ER for decision attr  
 

θ[x1 ∧ . . xn]  
← Calculate "
∧ " NHR  for Conditional attr 

𝐞𝐧𝐝 𝐟𝐨𝐫𝐞𝐚𝐜𝐡  
 
𝐟𝐨𝐫𝐞𝐚𝐜𝐡 r in R: 

RRtemp ← Reduce Ruleset for Target  
 
RR ←  append (RRtemp) 
 
𝐞𝐧𝐝 𝐟𝐨𝐫𝐞𝐚𝐜𝐡 
 
𝐟𝐨𝐫𝐞𝐚𝐜𝐡  tx 𝐢𝐧 d : 

𝐟𝐨𝐫𝐞𝐚𝐜𝐡  r 𝐢𝐧 RR:  
 
 dpv ← MMMC(r, tx ) 

PR[r]  ← dpv 
 

𝐞𝐧𝐝 𝐟𝐨𝐫𝐞𝐚𝐜𝐡 

𝐞𝐧𝐝 𝐟𝐨𝐫𝐞𝐚𝐜𝐡 
 
Sort  PR in ascending  based on disparity
 

𝐒𝐞𝐭 result ← select top one from PR 

𝐫𝐞𝐭𝐮𝐫𝐧 result 
 

end Procedure. 
 

Variable Definition: 
 

𝜃[𝑥 : 𝑥 ]  : Neighborhood Relation 
array of individual Conditional attributes 

𝐷[𝑥 ]  ∶ Equivalence relation for Decision 
attributes 

𝜃[𝑥  ∧  . . 𝑥𝑛]   ∶ Neighborhood relation 
array of combined conditional attributes 

𝜃𝑁𝐷  ∶  Lower Approximation 

𝑁 𝐷   ; Upper Approximation 

𝐵𝑁𝑅(𝐷)  : Boundary Region 

𝑁𝑅   : Lower Rule 

𝑁𝑅: Upper Rule 

𝐵𝑅: Boundary Rule 
R: Consolidated Rule 

𝑅𝑅   ∶ Consolidated Reduced Ruleset 

𝑑𝑝𝑣   : Disparity value 
PR: Predicted Result 
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Figure 2: Flow chart of Proposed Model 
 

The pseudo-code variables are explained and 
represented the procedure of the RMMC algorithm 
to predict the result. Initially, the d: (A ∪ D) is set 
as 0. 1 the result must achieve this condition. It is 
considered as the input for the pseudo-code. The 
output will be predicted results.  Then for training 
and testing, took some data from the data set in the 
ration of d → d(7: 10), d →

d(3: 10). Consider a dataset contain numerous 
data where the training process takes 70 percent of 
the data and for testing 30 percent of the data. Here 
splitted the data into two parts for training and 
testing procedure.  The Neighborhood relationship is 
calculated among the individual condition attributes 
θ [x : x ] using for loop condition. Then for the 
decision attributes equivalence relation also 
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calculatedD[x ]. After applying these conditions an 
array is developed to hold all the attributes 
θ[x1 ∧ . . xn] values.  The R is predicted by 
reducing the ruleset for the target. The lower 
approximation (𝑁𝐷 ) and upper approximation 

(𝑁 𝐷 ) is calculated.  𝐵𝑁𝑅(𝐷)  Based on the 
values of the attributes boundary region is 
calculated. The lower rule, upper, and Boundary 

rules are represented as 𝑁𝑅 , 𝑁𝑅 ,and 𝐵𝑅. 
Consolidation of these three rule emerges the final 

rule R (𝑁𝑅 + 𝑁𝑅 +   𝐵𝑅).  
 Any kind of data may be processed using the 
ruleset technique so that the outcome can be 
predicted, which is one of the many benefits of using 
this approach.  When reducing the number of rules, 
the goal reduction approach is utilized. Because of 
this, the ruleset takes up a very little amount of space, 
which in turn makes the mathematical computation 
simpler. This provides substantial support for the 
enhancement of the suggested model's accuracy. 
 
4. RESULTS AND DISCUSSION 

The results of the simulation run on the 
suggested system are provided below utilizing an i5 
computer with 4 gigabytes of RAM and the 
Windows 10 operating system. Python is used as the 
primary implementation language for the RMMC 
algorithm's core functionality. 
 
4.1 Dataset 
 

In order to evaluate how well the RMMC 
algorithm works, two distinct medical datasets from 
the actual world are employed. Both the Epileptic 
Seizure Recognition Data Set [14] and the Breast 
Cancer dataset were retrieved from a repository at 
the University of California, Irvine. In order to 
accurately anticipate the outcome, the suggested 
classification system must first be trained and then 
tested k times.  
4.2 Performance Analysis 

Python is used as the programming 
language for the implementation of the 
aforementioned RMMC model and assessment of 
the model's performance. In order to perform data 
processing, the Epileptic Seizure Recognition Data 
Set is first imported into the system. Fig. 3 is a 
representation of the Graphical User Interface (GUI) 
that the suggested model would have. The dataset is 
then normalized via a method known as min-max 
normalization. The dataset is processed such that a 
normalized value may be obtained. After that, a 

preliminary set rule that is based on the dataset 
values is automatically created by the system. It 
specifies the maximum and minimum values that 
may be approximated. After the rough set rule has 
been produced, the database is split into test and 
training data. Once again, the Rough set rule is 
constructed depending on the values in the 
neighborhood. The ruleset is simplified as a result of 
the consolidation of the regulations. RMMC model's 
work performance is represented in figure 3, which 
can be found here. The data from training are taken 
and put through their paces in the testing phase. The 
RMMC achieves a higher level of accuracy 
(99.32%) than the model that was previously used. 
The findings have shown that the accuracy of the 
RMMC model is much higher than that of the 
Neighborhood Rough Set Classifier model.  The 
performance of the proposed model is evaluated 
using three distinct data sets, including breast cancer, 
liver, and the Epileptic Seizure Recognition Data 
Set, as shown in Figure 3.  These datasets have the 
RMMC and NRSC graphs shown for them 
respectively. 

 
 We validated the RMMC suggested model using k-
Fold Cross Validation to see how accurate it was. 
Figure 4 illustrates it for us. As a result of the study, 
it was determined that the RMMC had an accuracy 
of 99.2 percent.  It is sufficient evidence to 
demonstrate that the RMMC is one of the potential 
options that might lead to improved accuracy in 
illness prediction.  

 

 
 

Figure 3: Performance Metric 
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Figure 4: K-Fold Cross Validation 

 
  On the basis of the examination of several metrics, 
the effectiveness of the model that was presented is 
examined. Data for both the RMMC and NRSC 
algorithms are computed by using true positive and 
true negative values as the foundation. Table 2 
provides an illustration of the formula for the 
validation measure. 

TABLE 2:  Performance Validation Measures 

 
Calculations are made for the RMMC algorithm as 
well as the NRSC method. These calculations 
include precision, recall, F-measure, Fowlkes 
Mallows index, Kulczynski index, and the Rand 
index.  According to Table 3, it is shown that the 
RMMC model accurately predicts more positive 
outcomes than the NRSC model does. The Rand 
index determines the degree to which two sets of 
data are clustered together. The RMMC obtains a 
score of 0.98, which is representative of the model's 
quality. In contrast to the NRSC model, the RMMC 
can simply group together values that are 
comparable across the index. Thoroughly validating 
and cleaning collected data can help identify and 
rectify errors or outliers that may introduce 
unnecessary variations. Implementing this proposed 
method with k-fold validation can enhance 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

TABLE 3:  Performance Analysis Of The Proposed Classification Algorithm And Other Comparative Algorithms 

the internal validity and reliability of our studies and 
ensure that research findings are not unduly 
influenced by unnecessary variations. 
 
 

 
 
 
 
 

S.N
o 

Validation 
Measure 

Formula 

1 Precision TP/(TP+FP) 
2 Recall TP/(TP+FN) 
3 F -measure (2*Precision*Recall) 

/(Precision +Recall) 
4 Fowlkes 

Mallows 
index 

 

precision*Recall 
  

5 Kulczynski 
index 

(1/2)(Precision +Recall) 

6 Rand index (TP+FN)/(TP+TN+FP+ 
FN) 

Medical 
Dataset 

Classificat
ion 
algorithm 

Preci
sion 

Recall F -
measure 

Fowlkes 
Mallows 
index 

Kulczynski 
index  

Rand 
index 

Epileptic 
Seizure 
Recognition  
Data Set[12] 

RMMC 
NRSC 
 

0.996 
0.991 

0.96 
0.94 

0.97 
0.964 

0.978 
0.965 

0.978 
0.965 

0.989 
0.97 

Liver 
Dataset[8] 

RMMC 
NRSC 
 

0.996 
0.60 

0.96 
0.81 

0.97 
0.72 

0.97 
0.73 

0.97 
0.72 

0.98 
0.42 

Breast Cancer 
Dataset[8] 

RMMC 
NRSC 
 

0.87 
0.82 

0.97 
0.88 

0.91 
0.89 

0.923 
0.903 

0.92 
0.91 

0.77 
0.75 
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Table 4: Performance Analysis Of The Proposed Method 

 
Table 5: Accuracy Comparison 

 

 

 
Figure 5: Graphical representation of Accuracy 

comparison   
 
 

The accuracy of the already used classification 
methods is analyzed and contrasted with that of the 
newly developed algorithm. The RMMC was able to 
achieve a higher level of accuracy (99.42%) than the 
NRSC (96.94%), the KNN (41.70%), and the SVM 
(50.14%), as shown in Table 5. A graph representing 
the accuracy value has been drawn, and it can be 
found in figure 5.A very accurate prediction of the 
illness may be made using the model that was 
presented.   

 
 

5. CONCLUSION 

In the model that we have suggested, we have 
applied the RMMC algorithm, which is widely 
regarded as an effective strategy for addressing the 
challenge of medical diagnosis. The rough set is able 
to analyze the complicated information and make an 
accurate prediction using it. The effectiveness of the 
RMMC algorithm is measured and compared to that 
of several other algorithms already in existence. The 
proposed model is assessed using three distinct 
medical datasets, and the results reveal that it 
achieves a 99.42% accuracy rate in illness prediction 
when compared to the current approach. In the end, 
we use k-Fold Cross-validation to determine 
whether or not the model that was provided is 
accurate. The findings have shown that the 
suggested model is capable of achieving a greater 
level of accuracy than models such as NRSC. 
Therefore, our model, which we have suggested, is 
quite beneficial for medical professionals and will be 
of use to them in making judgments about illness 
prediction. Evaluation of the optimization technique 
that improves the accuracy of the RMMC result is 
going to be the focus of a future inquiry. During this 
period, there will be a decrease in the amount of 
computational work spent diagnosing. The 
diagnostic procedures are becoming more accurate, 
which contributes to an increased level of fidelity 
within the medical industry. 
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