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ABSTRACT 

 
Efficient energy management in routing algorithms for Internet of Things-based Cloud Wireless Sensor 
Networks (IC-WSN) is crucial for greenhouse farming applications. This paper addresses the problem of 
energy efficiency in routing algorithms for IC-WSN in greenhouse farming. The reliance on battery-
powered wireless sensors in greenhouses necessitates the development of innovative routing protocols that 
can extend sensor lifespan and minimize maintenance costs. In large-scale greenhouse environments with 
high sensor density, inefficient routing protocols can lead to excessive energy consumption and premature 
battery depletion. The Robust Frog Leap Inspired Routing Protocol (RFLIRP) is proposed to address this 
challenge. RFLIRP intelligently selects energy-efficient paths, considering individual sensor energy levels, 
distance to the destination, and available alternative routes. By incorporating techniques like data 
aggregation and compression, RFLIRP significantly reduces energy consumption and enhances the 
operational life of sensors. This research aims to promote sustainability in agricultural practices by 
optimizing energy consumption, minimizing maintenance costs, and facilitating uninterrupted data 
transmission for timely monitoring in greenhouse farming. The results highlight the significance of 
RFLIRP in improving energy efficiency and operational effectiveness in IC-WSN routing for greenhouse 
farming, paving the way for sustainable and optimized agricultural practices. 
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1.  INTRODUCTION 
 Greenhouse farming, also known as 
protected cultivation, revolutionizes traditional 
agricultural practices by providing a controlled 
environment for crop production [1]. Enclosed 
structures, typically glass or plastic, allow precise 
temperature, humidity, and light regulation. This 
creates an ideal plant ecosystem, resulting in higher 
crop yields, improved quality, and protection 
against adverse weather cond222itions. One 
significant benefit of greenhouse farming is its 
ability to extend the growing season [2]. Farmers 
can cultivate various plants yearly by shielding 
crops from external environmental fluctuations. 
This eliminates the limitations of seasonal changes 
and enables a consistent supply of fresh produce, 
providing stability in the market and reducing 
dependency on imports from distant locations [3]. 

 
Greenhouse farming also facilitates 

resource management. The enclosed environment 
helps conserve water by minimizing evaporation, 
and advanced irrigation systems can deliver water 
directly to the plant roots, reducing waste. 
Additionally, the controlled setting allows for 
precise nutrient management, resulting in efficient 
fertilizer use and reduced environmental impact [4]. 
This resource efficiency is crucial for sustainable 
agriculture, particularly in regions facing water 
scarcity and other resource limitations [5]. 
Greenhouse farming promotes the protection of 
crops against pests and diseases. The controlled 
environment acts as a barrier, preventing the entry 
of harmful insects and pathogens. This reduces the 
reliance on chemical pesticides, making greenhouse 
farming a more environmentally friendly option. 
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The controlled conditions also allow for early 
detection and prompt management of any 
infestations, preventing widespread crop damage 
and ensuring a healthier harvest [6]. 

 
Internet of Things-based Cloud Wireless 

Sensor Network (IC-WSN) is a groundbreaking 
technology that merges two transformative fields: 
the Internet of Things (IoT) and wireless sensor 
networks (WSN) [7]. This integration combines the 
capabilities of wireless sensors and cloud 
computing to create a robust and efficient system 
for data collection, analysis, and management. IC-
WSN utilizes wireless sensors to gather data from 
the physical environment. These sensors, equipped 
with various sensing capabilities, capture 
information such as temperature, humidity, 
pressure, and motion. The collected data is 
transmitted through wireless communication 
protocols to a cloud-based platform [8], [9].The 
integration of cloud computing in IC-WSN brings 
significant advantages to the system. Cloud 
infrastructure offers scalable storage, computational 
power, and accessibility. It enables the processing 
and analysis of large volumes of sensor data in real 
time, facilitating timely decision-making and 
actionable insights [10]. Additionally, the cloud 
provides remote management capabilities,allowing 
users to access and monitor data from   anywhere, 
using various devices. The IC-WSN technology has 
vast applications across different domains. It can be 
employed in environmental monitoring, industrial 
automation, smart cities, healthcare, agriculture, 
and more [11]. By leveraging the capabilities of IoT 
and cloud computing, IC-WSN enables efficient 
data collection, analysis, and communication, 
leading to improved operational efficiency, 
resource management, and informed decision-
making [12]. 

 
IC-WSN technology holds immense 

importance in the context of greenhouse farming. 
Greenhouses are controlled environments designed 
to optimize crop growth, but effective monitoring 
and management are crucial. IC-WSN addresses 
this need by enabling real-time data collection and 
analysis, ensuring precise control and efficient 
resource utilization [13]. By deploying wireless 
sensors in greenhouses, IC-WSN allows continuous 
monitoring of vital parameters like temperature, 
humidity, soil moisture, and light levels. This data 
is transmitted to a cloud-based platform, 
empowering farmers to access and analyze it in 
real-time remotely [14]. By leveraging IC-WSN, 
greenhouse farmers can gain valuable insights into 

environmental conditions, detect anomalies, and 
make data-driven decisions to optimize crop 
growth. IC-WSN's ability to provide continuous 
monitoring and control in greenhouse farming is a 
game-changer. It enables farmers to make precise 
adjustments to environmental factors, such as 
temperature and irrigation, tailored to the specific 
needs of different plant varieties. This enhances 
crop quality, reduces resource wastage, and 
promotes sustainable farming practices [15]. 
 
1.1. Problem Statement 

The significant problem in routing in IC-
WSN for greenhouse farming is the energy 
efficiency of routing algorithms. Wireless sensors 
in the greenhouse are typically powered by 
batteries, which have limited capacity. Efficient 
energy management is crucial to prolong the 
lifespan of the sensors and minimize the need for 
frequent battery replacements. Inefficient routing 
protocols can result in unnecessary energy 
consumption, leading to premature battery 
depletion and increased maintenance costs. This 
problem becomes even more pronounced in large-
scale greenhouse environments with a high density 
of sensors. Innovative routing algorithms must be 
developed to address this issue, prioritizing energy 
efficiency. These algorithms should consider 
factors such as the energy levels of individual 
sensors, the distance to the destination, and the 
available alternative routes. By intelligently 
selecting energy-efficient paths and employing 
techniques like data aggregation and compression, 
routing protocols can significantly reduce energy 
consumption and prolong the operational life of the 
sensors. 
 
1.2. Motivation 

Efficient energy management in routing 
algorithms for IC-WSN in greenhouse farming is 
vital for the sustainability and success of 
agricultural practices. By prioritizing energy 
efficiency, we can achieve several compelling 
motivations for greenhouse farming. Firstly, 
optimizing energy consumption extends the 
lifespan of wireless sensors, reducing the need for 
frequent battery replacements and minimizing 
maintenance costs. Secondly, efficient routing 
algorithms contribute to reduced energy 
consumption, promoting eco-friendly and 
sustainable farming practices. Additionally, by 
intelligently selecting energy-efficient paths, we 
can enhance the overall operational efficiency of 
the system, ensuring uninterrupted data 
transmission and timely monitoring of crucial 
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parameters. Implementing innovative routing 
protocols that address energy efficiency empowers 
greenhouse farmers to maximize productivity, 
reduce resource wastage, and enhance the long-
term viability of their operations. 
 
1.3. Objective 

The research objective of this study is to 
develop energy-efficient routing algorithms for IC-
WSN in greenhouse farming. The primary focus is 
to address the significant problem of inefficient 
energy consumption in routing protocols, which 
leads to premature battery depletion and increased 
maintenance costs. The specific research objectives 
are as follows: 
 Investigate the energy dynamics of wireless 

sensors in greenhouse environments to 
understand their energy consumption patterns 
and limitations. 

 Design and develop innovative routing 
algorithms that prioritize energy efficiency by 
considering individual sensor energy levels, 
distance to the destination, and available 
alternative routes. 

 Evaluate the performance of the proposed 
routing algorithms through simulation or 
practical experimentation, comparing them 
with existing routing protocols to assess their 
energy-saving capabilities and effectiveness. 

 Explore techniques such as data aggregation 
and compression to optimize energy 
consumption in routing further while ensuring 
reliable and timely data transmission. 

 Validate the energy-efficient routing 
algorithms in real-world greenhouse farming 
scenarios, assessing their impact on prolonging 
the operational life of wireless sensors and 
minimizing maintenance efforts.  

 
2.0 LITERATURE REVIEW 
  "Sector-based Random Routing Scheme" 
[16] aims to prevent adversaries from accurately 
determining the location of the data source within 
the network. In this, the network area is divided 
into sectors, and each sector contains multiple 
sensor nodes. When a data packet needs to be 
transmitted, the source node randomly selects a 
sector within its proximity and forwards the packet 
to a sensor node within that sector. This random 
selection process prevents adversaries from 
pinpointing the exact location of the data source. 
This scheme introduces uncertainty in the routing 
process, making it challenging for adversaries to 
trace the origin of the data packets. The sector-
based random routing scheme offers advantages 

regarding source location privacy preservation, 
ensuring that the actual location of the source node 
remains hidden from potential attackers. "Energy 
and Collision Aware WSN Routing Protocol" [17] 
is a specialized protocol designed for Sustainable 
and Intelligent IoT applications. It addresses the 
need for efficient routing in WSNs while 
considering energy conservation and collision 
avoidance. This protocol optimizes the network's 
energy consumption by dynamically selecting 
routes that minimize energy usage. It also takes into 
account collision avoidance mechanisms to enhance 
data transmission reliability. By intelligently 
managing energy resources and reducing collisions, 
the protocol promotes sustainability and prolongs 
the network's operational lifetime. 
 

"Deep Learning-Based Routing Protocol" 
[18] investigates the effectiveness of a routing 
protocol for efficient data transmission in 5G WSN 
communication. The protocol utilizes deep learning 
techniques to optimize routing decisions and 
enhance network performance. Through this 
analysis, researchers evaluate metrics such as 
throughput, latency, and packet delivery ratio to 
assess the protocol's efficiency. By leveraging the 
power of deep learning, the routing protocol aims to 
intelligently adapt to changing network conditions 
and improve the overall data transmission in 5G 
WSNs. "Two-Level Clustering and Routing 
Algorithms" [19] designed to prolong the lifetime 
of Wind Farm-Based WSNs. These algorithms 
utilize a two-level clustering approach to manage 
energy resources in the network efficiently. At the 
first level, clusters are formed based on the 
proximity of sensor nodes to a cluster head, 
reducing the communication overhead. At the 
second level, within each cluster, a routing 
algorithm is employed to establish energy-efficient 
routes for data transmission. This two-level 
approach optimizes energy consumption by 
minimizing long-distance transmissions and 
maximizing the utilization of available energy. By 
prolonging the network lifetime, these algorithms 
enhance the monitoring and control capabilities of 
Wind Farm-Based WSNs, leading to improved 
efficiency and reliability in wind farm operations. 

 
"Energy-Saving Routing Protocol" [20] is 

designed for WSNs focusing on energy 
conservation. This protocol leverages Voronoi 
adaptive clustering techniques to achieve efficient 
energy utilization and prolong the network lifetime. 
It employs a two-step process: clustering and 
routing. In the clustering phase, Voronoi adaptive 
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clustering is utilized to form clusters, where cluster 
heads are selected based on their proximity to the 
centroid of their respective clusters. This clustering 
approach helps to evenly distribute the energy load 

among nodes and minimize energy consumption. In 
the routing phase, energy-efficient paths are 
dynamically established from source nodes to their 
respective cluster heads, enabling effective data

transmission. "Dynamic Cluster-Based Routing 
Protocol" [21] is a novel approach developed for 
WSNs to enhance routing efficiency. This protocol 
combines the power of metaheuristic algorithms 
and dynamic cluster-based routing techniques. The 
metaheuristic algorithm, such as genetic algorithm 
or particle swarm optimization, is applied to 
dynamically optimize cluster formation and 
selection of cluster heads. By intelligently adapting 
to network changes, such as node failures or 
mobility, the protocol ensures the formation of 
efficient clusters. Dynamic cluster-based routing 
facilitates the establishment of energy-efficient 
routes for data transmission within the network. 
 

"Multi-Objective ACO-based Routing" 
[22] is a sophisticated routing protocol designed for 
Wireless Sensor Networks (WSNs) that takes into 
account multiple objectives, including Quality of 
Service (QoS) and cross-layer optimization. The 
protocol incorporates a Multi-Objective Ant Colony 
Optimization (ACO) algorithm to route data 
packets in the network efficiently. By 
simultaneously considering multiple objectives, this 
protocol aims to balance different performance 
metrics, such as energy consumption, latency, and 
reliability. Additionally, it leverages cross-layer 
optimization techniques to exploit the interactions 
between different layers of the network protocol 
stack, enabling more efficient routing decisions. 
"Q-Learning-based Routing Protocol" [23] is a 
novel routing protocol designed for Wireless 
Sensor Networks (WSNs) that focuses on data 
aggregation and energy efficiency. The protocol 
utilizes Q-learning, a reinforcement learning 
algorithm, to optimize routing decisions based on 
the network's energy constraints and the need for 
data aggregation. By learning from past 
experiences, the protocol dynamically adapts its 
routing strategy to maximize energy efficiency 
while ensuring effective data aggregation. This 
approach reduces energy consumption by 
minimizing unnecessary data transmissions and 
promoting data aggregation at intermediate nodes.  
 

"Energy-Efficient Routing Protocol" [24] 
is a specialized protocol designed to optimize 
energy consumption in three-dimensional sensor 
networks. This protocol addresses the unique 
challenges of 3D WSNs, where sensors are 
deployed in a three-dimensional space. The 

protocol employs energy-efficient routing strategies 
to minimize energy consumption during data 
transmission. It considers node distance, residual 
energy levels, and communication costs to select 
the most energy-efficient paths. "Dynamic 
Clustering Green Communication Routing" [25] 
incorporates dynamic clustering techniques and 
green communication strategies to optimize routing 
decisions in ITS environments. By dynamically 
forming clusters of vehicles based on proximity and 
communication requirements, it minimizes energy 
consumption and communication overhead. 
Additionally, it employs green communication 
techniques, such as power control and adaptive 
modulation, to further reduce energy usage and 
enhance network efficiency. This protocol 
promotes energy efficiency and enables effective 
communication and data transmission in intelligent 
transportation systems. 
 

"Destination-Oriented Routing Algorithm 
(DORA)" [26] is a routing algorithm developed 
explicitly for Energy-Balanced WSNs. It addresses 
the challenge of routing data in networks 
comprising energy-constrained sensor nodes. 
DORA aims to balance energy consumption among 
nodes, thereby preventing premature depletion of 
resources and prolonging the network lifetime. By 
employing a destination-oriented approach, nodes 
make forwarding decisions based on proximity to 
the destination and residual energy. This algorithm 
dynamically selects energy-efficient paths to 
minimize energy consumption. It also adapts to 
network changes, such as node failures or mobility, 
to ensure reliable data delivery. "Particle Swarm 
Optimization Routing Scheme (PSORS)" [27] 
utilizes the principles of the core PSO algorithm to 
optimize the routing process. In this, sensor nodes 
are represented as particles in a multidimensional 
search space, where each particle's position 
represents a potential routing path. The PSORS 
mimics the social behavior of a swarm of particles, 
where each particle adjusts its position based on its 
own experience and the best position discovered by 
the swarm. The particles explore the search space to 
find optimal routing paths that minimize energy 
consumption, maximize network coverage, or 
satisfy other performance objectives. Through 
iterations, the particles converge towards better 
routing solutions. The scheme dynamically adapts 
to changing network conditions and node energy 
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levels, optimizing the routing paths accordingly. It 
also considers factors such as transmission distance, 
traffic load, and network topology. 
 
3.0 ROBUST FROG LEAP INSPIRED 
ROUTING PROTOCOL (RFLIRP) 

3.1. Ad-hoc On-Demand Distance Vector 
(AODV) 

The Ad hoc On-Demand Distance Vector 
(AODV) routing protocol is a widely used reactive 
routing protocol designed for wireless ad-hoc 
networks. AODV dynamically establishes routes 
between nodes as needed, allowing efficient 
network routing with constantly changing 
topologies. AODV is a reactive protocol, and routes 
are established only when needed. This reduces the 
control overhead and conserves network resources. 
It also supports both unicast and multicast 
communication in MANETs. AODV offers an 
efficient and scalable solution for routing in 
dynamic ad hoc networks, where nodes are mobile, 
and network topology changes frequently. Its on-
demand nature ensures that routes are established as 
required, leading to efficient utilization of network 
resources and adaptability to changing network 
conditions. The steps involved in AODV are: 
 Route Discovery: When a source node wants 

to send data to a destination node and doesn't 
have a valid route, it initiates a route discovery 
process. The source broadcasts a Route 
Request (RREQ) packet to neighboring nodes. 
The RREQ contains the source and destination 
addresses and a unique sequence number. 

 Route Reply: When a node receives an RREQ, 
it checks its routing table to see if it has a route 
to the destination. If not, it rebroadcasts the 
RREQ to its neighbors unless it has already 
processed the RREQ. The RREQ also includes 
a hop count metric incremented at each hop to 
keep track of the distance. 

 Route Establishment: When the RREQ 
reaches the destination node or a node with a 
valid route to the destination, the receiving 
node generates a Route Reply (RREP) packet. 
The RREP contains the destination and source 
addresses, the sequence number, and the route 
metric. The RREP is then unicast back to the 
source node following the reverse path of the 
RREQ. 

 Route Maintenance: Once the source node 
receives the RREP, it creates or updates a route 
entry in its routing table. Intermediate nodes 
also update their routing tables based on the 
RREP information. Routes are established by 

maintaining a next-hop entry for each 
destination. If a link in the route breaks, 
AODV uses a local repair mechanism to re-
establish the route. 

 Route Expiry and Removal: Each route entry 
in AODV has a lifetime associated with it. If a 
node does not receive any packets for a route 
within its lifetime, it assumes that the route is 
no longer valid and removes it from its routing 
table. AODV supports periodic route 
advertisement and route error mechanisms to 
keep the routes fresh. 

 

Algorithm 1: AODV 

Input: 
 Source node (𝑆) 
 Destination node (𝐷) 
 Data to be transmitted 

 
Output: 

 Established route from 𝑆 to 𝐷 
 
Procedure: 
Step 1: If 𝑆 has a valid route to 𝐷 in its routing 

table, proceed to Step 6. 
Step 2: If 𝑆 does not have a route to 𝐷: 

a. Create a Route Request (RREQ) 
packet with S as the source and 𝐷 
as the destination. 

b. Broadcast the RREQ to 
neighboring nodes. 

Step 3: When a node 𝑁 receives an RREQ: 
a. If 𝑁 has a route to 𝐷, update the 

route sequence number if 
necessary. 

b. If 𝑁 is 𝐷, create a Route Reply 
(RREP) packet and unicast it back 
to 𝑆 using the reverse path of the 
RREQ. 

c. If 𝑁 is an intermediate node, 
forward the RREQ to neighboring 
nodes. 

Step 4: When the RREP reaches 𝑆: 
a. Create or update a route entry in 

𝑆's routing table for 𝐷. 
b. Set the next-hop entry for 𝐷 to 

the address from which the 
RREP was received. 

Step 5: If 𝑆 wants to send data to 𝐷, check for a 
valid route entry in 𝑆′s routing table. 

Step 6: If there is a valid route entry: 
a. Encapsulate the data into a packet 

and send it to the next-hop node 
according to the route entry. 
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Step 7: If there is no valid route entry, repeat 
steps 2-4 to establish a route from 𝑆 to 
𝐷. 

Step 8: Data transmission is complete. 
 
3.2. Frog Leap Inspired Algorithm  

The Frog Leap Inspired Algorithm (FLIA) 
is a nature-inspired optimization algorithm that 
mimics the collaborative behavior of frogs to solve 
complex optimization problems. Introduced in 2003 
by Eusuff and Lansey, FLIA is based on frogs 
exchanging information to improve their solutions 
collectively. With its efficient and robust approach, 
FLIA has gained popularity in various domains as a 
powerful optimization technique. 
 
3.2.1. Adjusting settings and starting a 
population 

During the first stage of the FLIA, various 
settings are adjusted, and a population of frogs is 
initialized. To begin, the algorithm requires setting 
parameters such as the number of subgroups (𝑐) 
and sub-iterations (𝑁𝐸). These parameters are 
crucial in determining the behavior and efficiency 
of the algorithm. Once the settings are configured, 
the algorithm creates a population of 𝑇 frogs. The 
frogs are generated randomly, and the problem's 
decision variables define their positions in the 
search space. These decision variables represent the 
parameters or variables that the algorithm seeks to 
optimize. After the frogs' positions are established, 
their fitness values are computed. The fitness value 
represents each frog's objective or fitness function 
evaluation, quantifying how well a solution satisfies 
the optimization criteria. It measures the quality of 
the frog's position within the search space. 
 

The fitness evaluation process involves 
applying the objective or fitness function to each 
frog's position, which results in a numerical value 
representing its fitness. This evaluation measures 
how close each frog's position is to the optimal 
solution. A preliminary assessment of their quality 
is obtained by calculating the fitness values for all 
the frogs in the population. This assessment serves 
as a basis for subsequent stages of the algorithm, 
where the frogs will be grouped, ordered, and 
further refined to converge towards an optimal 
solution. It is important to note that the specific 
approach for generating the initial population of 
frogs and computing their fitness values may vary 
depending on the problem being addressed and the 
nature of the optimization task. 

 
 

3.2.2. Clustering 
In the second stage of the FLIA, the 

population of frogs is divided into subgroups based 
on their fitness values. This process involves 
clustering the frogs and organizing them in a 
specific order within each subgroup. The initial 
population of frogs, which was generated and 
evaluated in Stage 1, serves as the starting point for 
the clustering process. The frogs are ordered based 
on their fitness values, from the fittest to the most 
petite fit. This ordering clearly distinguishes 
between superior and inferior solutions within the 
population. To perform the clustering, the 
algorithm utilizes the concept of subgroups. The 
number of subgroups, denoted as 𝑐, is determined 
during the initial setup of the algorithm. Each 
subgroup comprises a population subset, with the 
frogs assigned to different subgroups based on their 
order. 

The assignment of frogs to subgroups 
follows a specific pattern. The first frog, the fittest 
in the population, is assigned to the first subgroup. 
The second frog is assigned to the second subgroup, 
and so on, until the 𝑐-th frog is assigned to the 𝑐-th 
subgroup. Once the c-th subgroup is reached, the 
assignment process wraps around, and the next frog 
(𝑐 + 1 − 𝑡ℎ) is assigned to the first subgroup. This 
pattern continues until all frogs are assigned to a 
subgroup. By clustering the frogs this way, the 
algorithm ensures that each subgroup has a diverse 
range of fitness levels. This diversity allows for 
exploring the solution space within each subgroup, 
including promising solutions (frogs with high 
fitness) and less promising ones (frogs with lower 
fitness). The ordering of frogs within each 
subgroup also provides an inherent ranking of 
solutions. The first frog in each subgroup represents 
the best solution within that subgroup, while the 
last frog represents the worst solution. This ranking 
information is essential for subsequent stages of the 
algorithm, as it guides the search process towards 
improving the quality of solutions within each 
subgroup. It's important to note that the number of 
subgroups (c) can vary depending on the problem 
and algorithm settings. The choice of c influences 
the balance between exploration and exploitation in 
the search process. A more significant number of 
subgroups allows for a more diversified 
exploration, while a smaller number promotes a 
more focused exploitation of promising solutions. 
 
3.2.3. Intra-group searching 

In the third stage of the FLIA, an intra-
group search is conducted within each subgroup to 
refine the solutions and improve their fitness 
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values. This process involves iteratively updating 
the positions of the frogs, mainly focusing on the 
poorest solution and its neighboring solutions 
within the subgroup. Within a subgroup, the poorest 
solution is  𝑃௡ and the best is 𝑃௩. The goal is to 
improve the position of 𝑃௡ by iteratively updating 
its coordinates based on the positions of 𝑃௩ and its 
neighboring solutions. The intra-group search 
involves the following equations: 

 
(a). Step size update 

𝐸 = 𝑟𝑎𝑛𝑑 ∗ (𝑃௩ − 𝑃௡) (1) 

𝑟𝑎𝑛𝑑 is a random number between 0 and 1. The 
update step size (𝐸) is calculated by multiplying 
the difference between the positions of 𝑃௩ and 𝑃௡ by 
the random number 𝑟𝑎𝑛𝑑. This step size determines 
the magnitude and direction of the update for 𝑃௡. 
 
(b). Updating the Position of 𝑃௡: 

𝑃௡ᇲ = 𝑃௡ + 𝐸, 𝐸௠௜௡ ≤ 𝐸 ≤ 𝐸௠௔௫ (2) 

The position of 𝑃௡ is updated by adding the updated 
step size 𝐸 to its current position. 𝐸௠௜௡  and 𝐸௠௔௫  
represent the minimum and maximum allowed 
update step sizes, respectively. This update ensures 
that 𝑃௡ moves towards a potentially better position. 
 
(c). Checking Fitness and Replacing 𝑷𝒏: 

If the fitness value of 𝑃௡ᇲis greater than 
that of 𝑃௡, then 𝑃௡ᇲ  replaces 𝑃௡. Otherwise, if 𝑃௡ᇲis 
not an improvement, the position of 𝑃௡ᇲ is further 
modified using the following equations: 

𝐸 = 𝑟𝑎𝑛𝑑 ∗  ൫𝑃௝ − 𝑃௡൯ (3) 

𝑃௡ᇲ = 𝑃௡ + 𝐸, 𝐸௠௜௡ ≤ 𝐸 ≤ 𝐸௠௔௫ (4) 

where 𝑃௝ represents the position of the currently 
best solution within the subgroup. The update step 
size 𝐸 is calculated similarly to Equation 1, using 
the difference between 𝑃௝ and 𝑃௡ multiplied by a 
random number rand. Equation 4 then updates the 
position of 𝑃௡ᇲ  using the calculated 𝐸 within the 
allowed step size limits. 
 
(d). Replacement with Random Frog: 

If the fitness value of 𝑃௡ᇲis still inferior to 
the fitness value of 𝑃௡, 𝑃௡ is replaced with a new 
frog chosen randomly using the following equation: 

𝑃௡ᇲ = 𝑑 + 𝑟𝑎𝑛𝑑(1, 𝑌) ⊗ (𝑣, 𝑑) (5) 

where 𝑑 and 𝑣 represent vectors defining the upper 
and lower bounds of the decision variables, 
respectively. 𝑌 represents the dimensionality of the 
optimization problem. The term rand(1, 𝑌) 
generates a random vector with 𝑌 components, each 
between 0 and 1. The ⊗ symbol denotes entry-wise 
multiplication. 
 

The intra-group search continues by 
iteratively applying these steps to improve the 
position of 𝑃௡ within the subgroup. This process is 
repeated until a specific termination condition or a 
predefined limit is reached. The ultimate objective 
is to enhance each subgroup's overall quality of 
solutions. 

 
3.2.4. Global communications 

Global data synchronization facilitates 
information exchange and collaboration among 
subgroups. This stage aims to harness the entire 
population's collective intelligence and enhance the 
algorithm's overall search capabilities. The process 
of Stage 4 can be further expanded as follows: 

 
(a). Reconfiguring Subgroups: 

After completing the intra-group searching 
in Stage 3, the algorithm combines all the frogs 
from the subgroups to create a unified community 
of 𝑇 frogs. This reconfiguration step ensures that 
the knowledge and diversity accumulated within 
each subgroup are brought together to benefit the 
entire population. 

 
(b). Subset Classification: 

The frogs are classified into subsets once 
the population is restructured into a single 
community. This classification is typically based on 
their fitness values, where frogs with similar fitness 
levels are grouped within each subset. Subset 
classification promotes efficient information 
exchange and exploration among frogs with 
comparable performance levels. 

 
(c).Intra-group searching and global 
information exchange: 

In this, the algorithm performs a cyclic 
process involving intra-group searching and global 
information exchange. The process begins with 
intra-group searching, where each subset 
independently undergoes its local search to refine 
the solutions within the subset. This intra-group 
search is similar to the process described in Stage 3. 
The algorithm facilitates global information 
exchange after the intra-group search within each 
subset. This exchange allows frogs from different 
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subsets to share valuable information, such as the 
best solutions or fitness values obtained within their 
respective subsets. Information sharing promotes 
knowledge transfer and guides the search towards 
more promising regions of the solution space. The 
specific mechanisms for global information 
exchange can vary depending on the 
implementation of FLIA. It may involve inter-
subgroup communication, where selected 
representatives or elite frogs from each subset 
exchange information. Alternatively, it could 
involve disseminating information through 
modifying specific algorithm parameters or 
adaptive strategies based on the aggregated 
knowledge from different subsets. 

 
The cyclic process of intra-group 

searching and global information exchange 
continues iteratively. Each iteration allows further 
refining of solutions within each subset and 
integration of new knowledge from the global 
exchange. This iterative process enhances the 
exploration and exploitation capabilities of the 
algorithm, leading to the convergence towards 
better solutions. 
 

Algorithm 1: FLIA 

Input: 
 𝑇: Population size 
 𝑐: Number of subgroups 
 𝑁𝐸: Number of sub-iterations for each 

population 
 𝐸௠௜௡: Minimum update step size 
 𝐸௠௔௫: Maximum update step size 
 Other problem-specific parameters 
 
Output: 
 The best solution found during the algorithm 

execution. 
Procedure: 
Step 1: Initialize:  

 Set algorithm parameters and 
initialize the population. 

Step 2: Adjusting settings and starting a 
population: 
 Generate an initial population of 𝑇 

frogs randomly. 
 Evaluate the fitness of each frog in the 

population. 
Step 3: Clustering: 

 Order the frogs in the population 
based on their fitness values. 

 Divide the population into c 

subgroups, ensuring a diverse range of 
fitness levels within each subgroup. 

Step 4: Intra-group Searching: 
 Repeat the following steps for each 

subgroup: 
 Identify the poorest solution 𝑃௡ and 

the best solution 𝑃௩ within the 
subgroup. 

 Perform intra-group searching for the 
subgroup for 𝑁𝐸 sub-iterations: 

 Repeat the following steps for each 
sub-iteration: 

 Update the step size 𝐸 using Eq.(1) 
 Update the position of 𝑃௡ using Eq.(2) 
 Check the fitness of 𝑃௡ᇲ  and replace 

𝑃௡ if 𝑃௡ᇲ is better. 
 If 𝑃௡ᇲis not an improvement, modify 

its position using Eq.(3) and Eq.(4). 
 If 𝑃௡ᇲ is still inferior, replace 𝑃௡ with 

a new random frog using Eq(5). 
 Repeat the intra-group searching 

process until 𝑁𝐸 sub-iterations are 
completed. 

Step 5: Global Communications: 
 Reconfigure the subgroups into a 

unified population of T frogs. 
 Classify the frogs into subsets based 

on their fitness levels. 
 Repeat the following steps until a 

termination criterion is met: 
 Perform intra-group searching within 

each subset. 
 Facilitate global information exchange 

between the subsets to share 
knowledge and solutions. 

 Update the frogs' positions and fitness 
values based on the collective 
information. 

 Output the best solution obtained 
during the algorithm execution. 

 
3.3. Robust Frog Leap-Inspired Routing 
Protocol 

The Robust Frog Leap-Inspired Routing 
Protocol (𝑅𝐹𝐿𝐼𝑅𝑃) is an optimization-based 
routing protocol based on FLIA that incorporates 
Levy flight, a random walk process to improve the 
algorithm's optimization capabilities. By integrating 
Levy flight into the routing process, 𝑅𝐹𝐿𝐼𝑅𝑃 
enhances the exploration and adaptability of FLIA, 
enabling it to find robust routes in dynamic network 
environments. 𝑅𝐹𝐿𝐼𝑅𝑃 offers an innovative 
approach to routing optimization, leveraging the 
natural behavior of frogs and the principles of Levy 
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flight to enhance the performance and resilience of 
routing protocols in complex and evolving network 
scenarios. Bio-inspired Optimization [28], [29], 
[38]–[41], [30]–[37] has several potentials to solve 
various research issues. 

 
3.3.1. Levy flight 

Levy Flight is a random walk process 
characterized by long, infrequent steps, also known 
as jumps, that follow a heavy-tailed probability 
distribution. It is named after the French 
mathematician Paul Lévy, who first introduced the 
concept. Levy Flight has been widely used in 
various fields, including optimization algorithms, 
for its ability to explore large search spaces more 
efficiently than traditional random walks. In Levy 
Flight, the step lengths of the random walk are 
generated according to a probability distribution 
with a heavy tail, typically following a power-law 
distribution. This means there is a higher 
probability of taking longer steps than a normal 
distribution. The heavy-tailed property of Levy 
Flight allows occasional long jumps, enabling the 
exploration of distant areas in the search space. The 
steps involved in Levy Flight are provided in 
Algorithm 2. 
 

Algorithm 2: Levy Flight 
Input: 
 Maximum number of iterations (maxiter) 
 Step length scaling factor (scalefactor) 
 
Output: 
 Final position after the Levy Flight process 

(finalposition) 
Procedure: 
Step 1: Initialize the starting position 

(currentposition) in the search space. 
Step 2: Set the iteration count (itercount) to 0. 
Step 3: Repeat the following steps until the 

maxiter is reached: 
Step 4: Generate a step length (steplength) from a 

Levy distribution. 
Step 5: Generate a random direction (stepdirection) 

uniformly from the available directions in 
the search space. 

Step 6: Calculate the step vector by multiplying 
the step length by the step direction. 

Step 7: Update the current position by adding the 
step vector to the current position. 

Step 8: Increment the itercount by 1. 
Step 9: Store finalposition as the current position. 
Step 10: Return the finalposition as the output. 

 
 

3.3.2. Enhanced local and global search: 
RFLIRP incorporated a novel Lévy flight 

update approach, which improved the algorithm's 
local and global search capabilities. Using Lévy 
flight, 𝑅𝐹𝐿𝐼𝑅𝑃 introduced a mix of short- and long-
distance searches, enhancing the algorithm's ability 
to explore the solution space. Frequent short-
distance searches enhanced the local search 
capability, enabling the algorithm to refine 
solutions quickly. Meanwhile, the occasional long-
distance searches prevented the algorithm from 
getting trapped in suboptimal solutions, improving 
its global search capability.  

 
(a). Local Search Enhancement: 

To enhance the local search capability, 
𝑅𝐹𝐿𝐼𝑅𝑃 utilizes short-distance searches that help 
refine solutions quickly. 𝑅𝐹𝐿𝐼𝑅𝑃 can 
mathematically represent this enhancement by 
introducing a parameter controlling the short-
distance searches' step size. Let's call this parameter 
𝛼. During the local search phase, when updating the 
position of a solution and the same is expressed as 
Eq.(6). 

𝑁𝑒𝑤𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑂𝑙𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 + 𝑎
∗ 𝑆ℎ𝑜𝑟𝑡𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑉𝑒𝑐𝑡𝑜𝑟 

(6) 

Here, ShortDistanceVector represents a vector 
randomly sampled from a small step size 
distribution, such as a Gaussian distribution with a 
slight standard deviation. The α parameter scales 
the step size, allowing for more or less exploration 
in the local neighborhood. 
 

By adjusting the value of 𝛼, you can 
control the extent of the local search. An enormous 
𝛼 value would result in larger steps, allowing for 
more exploration of the local neighborhood. 
Conversely, a smaller 𝛼 value would restrict the 
search to smaller steps, focusing on fine-tuning the 
solutions. 

 
(b). Global Search Enhancement: 

To enhance the global search capability, 
𝑅𝐹𝐿𝐼𝑅𝑃 incorporates occasional long-distance 
searches to prevent the algorithm from getting 
trapped in suboptimal solutions. The Lévy flight 
update approach introduces a mix of short- and 
long-distance searches. The Lévy flight is a random 
process that follows a probability distribution called 
the Lévy distribution. This distribution has heavy 
tails, which means it allows for occasional long-
distance jumps in the search space. To incorporate 
Lévy flight into the algorithm, this research can 
modify the position update as Eq.(7). 
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𝑁𝑒𝑤𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑂𝑙𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 + 𝛽
∗ 𝐿𝑒𝑣𝑦𝐹𝑙𝑖𝑔ℎ𝑡𝑉𝑒𝑐𝑡𝑜𝑟 

(7) 

Here, LévyFlightVector represents a vector 
randomly sampled from the Lévy distribution, and 
𝛽 controls the step size of the long-distance 
searches. The value of 𝛽 determines the magnitude 
of the jumps, with larger values leading to more 
extensive exploration in the global search space. 
 

Adjusting the 𝛽 parameter allows you to 
control the balance between local and global 
exploration. Higher 𝛽 values encourage larger 
jumps, increasing the algorithm's ability to escape 
local optima. Lower 𝛽 values restrict the 
exploration to smaller jumps, focusing more on the 
local refinement. By incorporating the above 
modifications into the 𝑅𝐹𝐿𝐼𝑅𝑃 algorithm, this 
research work mathematically enhance both the 
local and global search capabilities. The 𝛼 
parameter controls the step size for short-distance 
searches, enhancing local search, while the 𝛽 
parameter determines the step size for long-distance 
searches, enhancing global search. 

 
Algorithm 3: Enhanced Local and Global 

Search 
Input: 
 Population size: The number of solutions in 

each generation. 
 Maximum number of iterations: The 

maximum number of iterations the algorithm 
will run. 

 𝛼 (local search step size): The step size 
parameter for the local search phase. 

 𝛽 (global search step size): The step size 
parameter for the global search phase. 

 
Output: 
 The best solution found: The solution with 

the highest fitness value is obtained by the 
algorithm. 

 
Procedure: 
Step 1: Initialize the algorithm parameters: 

Population size, maximum number of 
iterations, 𝛼, and 𝛽. 

Step 2: Generate an initial population of 
solutions randomly. 

Step 3: Evaluate the fitness of each solution in 
the population. 

Step 4: Repeat the following steps until 
reaching the maximum number of 
iterations: 

Step 5: Perform the local search phase 

Step 6: Perform the global search phase 
Step 7: Output the best solution found. 

 
3.3.3. Improved global search with differential 
mutation 

The differential mutation operator is 
responsible for perturbing the existing solutions to 
generate new mutated solutions. It introduces 
exploration and diversification in the search 
process. The specific implementation of the 
mutation operator depends on the problem domain 
and the characteristics of the search space. 
 

Let's denote the set of solutions as 𝑆 =
 {𝑆1, 𝑆2, . . . , 𝑆𝑁}, where 𝑁 is the population size. 
Each solution 𝑆𝑖 consists of a vector of variables 
representing a potential solution. The mutation 
operator 𝑀 takes 𝑆 as input and returns a mutated 
solution, denoted as 𝑀𝑖. The differential mutation 
operator can be defined as Eq.(8). 

𝑀𝑖 = 𝑆𝑖 + 𝐹 ∗ (𝑆𝑎 − 𝑆𝑏) + 𝐹 ∗ (𝑆𝑐 − 𝑆𝑑) (8) 

Here, 𝑆𝑎, 𝑆𝑏, 𝑆𝑐, and 𝑆𝑑 have randomly selected 
solutions from 𝑆, excluding the current solution 𝑆𝑖. 
𝐹 is the differential weight, a user-defined 
parameter that controls the amplification of the 
difference vectors (𝑆𝑎 −  𝑆𝑏) and (𝑆𝑐 −  𝑆𝑑). 
 

To generate a mutated solution, the 
mutation operator combines the differences 
between selected solutions with the current 
solution, scaled by the differential weight 𝐹. This 
process adds diversity to the population, allowing 
the algorithm to explore new regions of the search 
space. 
 
(a) Global Search Update Equation: 

To incorporate differential mutation into 
the 𝑅𝐹𝐿𝐼𝑅𝑃 algorithm, this research modifies the 
equation for updating the solution's position during 
the global search phase. Let's denote the old 
position of a solution 𝑆𝑖 as 𝑂𝑙𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 and the 
mutated position as 𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛. 

𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛
= 𝑂𝑙𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛
+ 𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑉𝑒𝑐𝑡𝑜𝑟 

(9) 

where 𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑉𝑒𝑐𝑡𝑜𝑟 represents the vector 
difference between the mutated solution 𝑀𝑖 and the 
current solution 𝑆𝑖. The 𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑉𝑒𝑐𝑡𝑜𝑟 is 
calculated using Eq.(10). 

𝑀𝑢𝑡𝑎𝑡𝑒𝑑𝑉𝑒𝑐𝑡𝑜𝑟 = 𝑀𝑖 − 𝑆𝑖 (10) 

The mutation operator 𝑀 generates the 
mutated solution 𝑀𝑖, which is then used to 
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calculate the vector difference MutatedVector. 
Adding this MutatedVector to the old position of 
the solution updates the position to the new 
MutatedPosition. 
 

By incorporating the differential mutation 
operator in the global search phase, 𝑅𝐹𝐿𝐼𝑅𝑃 
introduces additional exploration and 
diversification. This helps the algorithm overcome 
local optima and effectively search for more 
globally optimal solutions. The perturbation 
introduced by the mutation operator allows 
𝑅𝐹𝐿𝐼𝑅𝑃 to explore new regions of the search space 
and potentially discover better solutions that were 
not reachable through the previous search process. 
The mathematical expansion of the improved 
global search capability involves defining and 
applying the differential mutation operator, which 
perturbs existing solutions to generate new mutated 
solutions. This mutation process, combined with 
the solution update equation, enhances the 
exploration and diversification in the search 
process, improving the algorithm's ability to find 
globally optimal solutions. 

 
 

3.3.4. Simplified search procedure 
The 𝑅𝐹𝐿𝐼𝑅𝑃 simplifies the search 

procedure by eliminating time-consuming condition 
update phases. These phases in the original FLIA 
involve updating and adjusting various parameters 
or conditions during the search process. 𝑅𝐹𝐿𝐼𝑅𝑃 
focuses on the core principles and mechanisms of 
FLIA while streamlining the algorithm and 
reducing unnecessary computational overhead. The 
specific changes made to eliminate time-consuming 
condition update phases and how they impact the 
computational complexity and efficiency of the 
algorithm are listed below. 
 Time-Consuming Condition Update Phases: 

The FLIA includes time-consuming condition 
update phases, where the algorithm updates 
and adjusts various parameters or conditions 
during the search process. These update phases 
aim to fine-tune and adapt the algorithm's 
behaviour to the problem. However, they can 
impose a significant computational burden, 
especially for complex optimization problems. 

 Simplification in RFLIRP: 𝑅𝐹𝐿𝐼𝑅𝑃 
simplifies the search procedure by omitting 
these time-consuming condition update phases. 
Instead, it focuses on the core principles and 
mechanisms of FLIA while reducing 
unnecessary computational overhead. By 
eliminating these phases, 𝑅𝐹𝐿𝐼𝑅𝑃 streamlines 

the algorithm and improves its computational 
efficiency without compromising its search 
performance. 

 Impact on Computational Complexity and 
Efficiency: The omission of time-consuming 
condition update phases in 𝑅𝐹𝐿𝐼𝑅𝑃 has several 
implications for the computational complexity 
and efficiency of the algorithm: 

 Reduced Computational Complexity: By 
removing the time-consuming condition update 
phases, 𝑅𝐹𝐿𝐼𝑅𝑃 reduces the number of 
calculations and operations required during 
each iteration. This reduction in complexity 
leads to faster execution times and lower 
computational demands, making 𝑅𝐹𝐿𝐼𝑅𝑃 more 
efficient in terms of computational resources. 

 Improved Efficiency: The simplification in 
𝑅𝐹𝐿𝐼𝑅𝑃 improves the overall efficiency of the 
algorithm. The algorithm can allocate more 
computational resources towards the actual 
search process with fewer computational 
operations. This improved efficiency allows 
𝑅𝐹𝐿𝐼𝑅𝑃 to handle larger problem instances or 
execute more iterations within a given time 
frame. 

 Practical Feasibility for Real-World 
Applications: The simplified search procedure 
in 𝑅𝐹𝐿𝐼𝑅𝑃 makes the algorithm more practical 
and feasible for real-world applications. By 
reducing the computational complexity and 
improving efficiency, 𝑅𝐹𝐿𝐼𝑅𝑃 becomes more 
accessible to a wider range of problems and 
computational resources. It enables the 
algorithm to tackle real-world optimization 
challenges efficiently and effectively. 

 

Algorithm 4: 𝑹𝑭𝑳𝑰𝑹𝑷 

Input: 
 Population size: The number of frogs in each 

generation. 
 Maximum number of iterations: The 

maximum number of iterations the algorithm 
will run. 

 Other problem-specific parameters and 
constraints. 

 
Output: 
 Best solution found: The solution with the 

highest fitness value obtained by the 
algorithm. 

 
Procedure: 
Step 1: Initialize the algorithm parameters, 

including population size and maximum 
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number of iterations. 
Step 2: Generate an initial population of frogs 

randomly. 
Step 3: Evaluate the fitness of each frog in the 

population. 
Step 4: Repeat the following steps until reaching 

the maximum number of iterations: 
Step 5: Shuffle the population: 
Step 6: Randomly permute the order of the frogs 

in the population. 
Step 7: Perform the leaping phase: 
Step 8: For each frog in the population: 
Step 9: Select a random frog (possibly itself) as a 

leader. 
Step 10: Generate a Lévy flight vector. 
Step 11: Update the frog's position using the Lévy 

flight vector. 
Step 12: Evaluate the fitness of the new position. 
Step 13: Update the population: 
Step 14: Sort the population based on fitness in 

descending order. 
Step 15: Replace the worst-performing frogs with 

the best-performing frogs from the 
previous iteration, preserving the order. 

Step 16: Output the best solution found. 
 
4.0 SIMULATION SETTINGS 

GNS3 (Graphical Network Simulator-3) is 
a powerful and popular network simulation 
software widely used by network engineers, 
researchers, and students. It provides a user-
friendly graphical interface for designing and 
simulating complex network topologies, making it 
an invaluable tool for network planning, testing, 
and troubleshooting. With GNS3, users can create 
virtual network environments that accurately 
replicate real-world network scenarios. It supports 
the simulation of a wide range of network devices, 
including routers, switches, and firewalls, allowing 
users to configure and interconnect them as needed. 
GNS3 leverages real operating systems and virtual 
machine images to emulate network devices, 
providing a realistic environment for testing 
network configurations and protocols. The software 
offers many features, such as network visualization, 
packet capture and analysis, and the ability to 
integrate with external virtualization platforms. 
GNS3 also supports network automation and 
orchestration, allowing users to leverage APIs and 
scripting languages for network programmability. 
GNS3 empowers network professionals to gain 
hands-on experience, experiment with different 
network setups, and enhance their networking skills 
in a virtualized and risk-free environment. Its 
versatility and extensive feature set make it an 

indispensable tool in network simulation and 
education. 

 
Table 1. Simulation Settings 

Simulation Setting Value(s) 

Node Count 1500 

Network Area Size 150m x 225m 

Topology Random Graph 

Traffic Pattern Poisson 

Simulation Duration 
900 seconds (i.e., 15 
minutes) 

Deployment Model Event-Driven 

Obstacle Placement Random 

Transmit Energy 0.1 Joules/bit 

Receive Energy 0.05 Joules/bit 

Idle Energy 1.0 mW 

Sleep Energy 0.1 mW 

Battery Capacity 2000 mAh 

Simulation Environment GNS-3 

Experimental Repetitions 10 

 
5.0  RESULTS AND DISCUSSION 

5.1. Packet Delivery Ratio 
Figure 1 depicts the results of a packet 

delivery ratio analysis, which evaluates the 
performance of three routing algorithms: DORA, 
PSORS, and RFLIRP. Table 2 provides the values 
of the result. 
 

 
Figure 1. Packet Delivery Ratio Analysis 
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DORA prioritizes forwarding packets to 
their intended destination nodes as a destination-
oriented algorithm. However, this approach may 
not always yield optimal routing decisions in 
complex or congested network scenarios. PSORS 
leverages swarm intelligence to guide routing 
decisions, enabling exploration of the network 
topology and discovering optimal routes for packet 
transmission. However, as the network complexity 
increases with more nodes, maintaining efficient 
swarm behavior and finding optimal routes 
becomes more challenging. RFLIRP is likely 
designed with adaptive routing strategies that can 
dynamically adjust to changing network conditions. 
This adaptability allows RFLIRP to optimize the 
packet delivery process, ensuring efficient and 
reliable routing paths even in dynamic or congested 
network environments. 

 
For the DORA algorithm, the packet 

delivery ratio starts at 51.81% for 150 nodes and 
gradually decreases to 29.16% for 1500 nodes. On 
average, the DORA algorithm achieves a packet 
delivery ratio of 41.16%. In the case of the PSORS 
algorithm, the packet delivery ratio starts at a 
higher value of 58.67% for 150 nodes but also 
experiences a downward trend, reaching 42.02% 
for 1500 nodes. On average, the PSORS algorithm 
achieves a packet delivery ratio of 50.43%. Lastly, 
the RFLIRP algorithm begins with a packet 
delivery ratio of 73.79% for 150 nodes, 
significantly higher than the other two algorithms. 
However, it also experiences a gradual decline, 
with a packet delivery ratio of 59.67% for 1500 
nodes. On average, the RFLIRP algorithm achieves 
a packet delivery ratio of 67.38%. 

 
Based on the average packet delivery ratio 

values, it can infer that the RFLIRP algorithm 
performs the best among the three, with the PSORS 
algorithm in the middle and the DORA algorithm 
exhibiting the lowest performance. 
 

Table 2. Packet Delivery Ratio Result Values 

Nodes DORA PSORS RFLIRP 

150 51.81 58.67 73.79 

300 49.79 56.48 73.11 

450 47.48 53.69 72.16 

600 46.80 53.06 69.53 

750 45.12 52.17 67.72 

900 39.91 50.31 66.81 

1050 35.53 48.33 65.19 

1200 34.01 45.68 64.00 

1350 31.99 43.82 61.83 

1500 29.16 42.02 59.67 

Average 41.16 50.43 67.38 

 
 
5.2. Throughput 

Figure 2 illustrates the results of a 
throughput analysis, which assesses the data 
transmission capacity of three routing algorithms: 
DORA, PSORS, and RFLIRP. Table 3.  presents 
the throughput values achieved by each algorithm 
at varying node densities. By examining Figure 2, it 
can be observed that throughput decreases as the 
number of nodes increases. 

 

 
Figure 2. Throughput Analysis 

 
DORA achieves moderate throughput 

values because it primarily focuses on forwarding 
packets towards their destination nodes. While this 
approach ensures packets reach their intended 
destinations, it may not fully optimize the network 
resources or consider alternative paths that could 
enhance throughput. PSORS demonstrates 
improved throughput compared to DORA due to its 
utilization of swarm intelligence. By simulating the 
behavior of a swarm, PSORS explores the network 
topology and discovers more optimal routes for 
packet transmission. This exploration helps find 
better paths and utilize network resources more 
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efficiently, improving the overall throughput. 
RFLIRP achieves the highest throughput values 
among the three algorithms. This can be attributed 
to its robust routing strategies inspired by frog 
leaping behavior. RFLIRP adapts to changing 
network conditions and selects relay nodes based 
on proximity to the destination, available energy, 
and link quality. This adaptability and intelligent 
selection of relay nodes enable RFLIRP to utilize 
network resources, effectively improving 
throughput performance. 

DORA demonstrates throughput values 
ranging from 33.05% at 150 nodes to 42.51% at 
1500 nodes. On average, DORA achieves a 
throughput of 37.52%. These results suggest that 
DORA can handle moderate data transmission but 
may face limitations in scenarios with higher node 
densities. PSORS exhibits throughput values 
ranging from 46.27 units at 150 nodes to 54.51% at 
1500 nodes. On average, PSORS achieves a 
throughput of 50.48%. These findings indicate that 
PSORS performs better than DORA regarding data 
transmission efficiency, implying its potential to 
handle data more effectively across the network. 
RFLIRP stands out with the highest throughput 
values among the three algorithms. Its throughput 
ranges from 55.36% at 150 nodes to 71.23% at 
1500 nodes. On average, RFLIRP achieves a 
throughput of 63.31%. These results highlight 
RFLIRP's superior capability in efficiently 
transmitting significant data across the network. 
 

Table 3. Throughput Result Values 

Nodes DORA PSORS RFLIRP 

150 33.05 46.27 55.36 

300 33.49 46.81 57.50 

450 34.23 48.36 59.86 

600 35.35 48.64 60.15 

750 36.02 50.10 64.53 

900 36.72 50.91 64.86 

1050 40.69 52.68 65.00 

1200 41.29 52.78 66.04 

1350 41.90 53.81 68.58 

1500 42.51 54.51 71.23 

Average 37.52 50.48 63.31 

 

The throughput analysis reveals that 
RFLIRP outperforms both PSORS and DORA in 
achieving higher throughput values. PSORS 
demonstrates moderate throughput performance, 
while DORA exhibits relatively lower throughput 
values. The routing algorithm's choice should 
consider the network's specific requirements and 
the desired balance between throughput and other 
performance metrics. 
5.3. Packet Delay 

Packet Delay Analysis is a quantitative 
assessment of the time it takes for packets to 
traverse a network and reach their destination. In 
Figure 3, the analysis is based on the values 
provided in Table 4, which presents the packet 
delay results for three different routing algorithms: 
DORA, PSORS, and RFLIRP. 
 

The packet delay analysis of the three 
routing protocols, DORA, PSORS, and RFLIRP, 
reveals distinct performance characteristics. 
DORA, with an average packet delay of 12,884.4 
milliseconds, exhibits the highest delay among the 
three algorithms. This can be attributed to DORA's 
destination-oriented approach, which analyses 
destination addresses and selects paths based on 
network topology. While DORA provides a 
functional routing solution, its delay is relatively 
higher, indicating potential inefficiencies in path 
selection or congestion management. 

 
Figure 3. Packet Delay Analysis 

 
PSORS demonstrates improved 

performance with an average packet delay of 
10,703.2 milliseconds. The PSORS leverages the 
concepts of fitness evaluation, particle movement, 
and convergence to find optimal paths. By 
iteratively searching for better routes, PSORS can 
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achieve a lower average packet delay compared to 
DORA. This suggests that PSORS' optimization 
process effectively minimizes delays by selecting 
paths that optimize metrics such as delay, 
bandwidth utilization, and link quality. 
 

RFLIRP exhibits the lowest average 
packet delay of 8,580.9 milliseconds. RFLIRP's 
working mechanism, inspired by the leaping 
behavior of frogs, incorporates robust path selection 
based on factors such as link stability, congestion, 
and reliability. By leveraging these criteria, 
RFLIRP can identify more efficient paths with 
reduced delays. The superior performance of 
RFLIRP indicates that its frog leaping-inspired 
approach enhances packet routing efficiency, 
resulting in lower delays compared to DORA and 
PSORS. 
 

The packet delay analysis based on Table 
4 reveals that RFLIRP outperforms DORA and 
PSORS regarding average packet delay. This can 
be attributed to RFLIRP's robust path selection 
mechanism, which prioritizes link stability and 
congestion avoidance. While DORA and PSORS 
offer viable routing solutions, their relatively higher 
delay values indicate areas for improvement. The 
performance of RFLIRP, with its frog-leaping-
inspired approach, highlights the effectiveness of its 
routing strategy in minimizing delays and 
optimizing packet routing in the network. 
 

Table 4. Packet Delay Result Values 

Nodes DORA PSORS RFLIRP 

150 12455 9903 7262 

300 12490 9966 7288 

450 12512 10284 7341 

600 12549 10341 8567 

750 12767 10492 8784 

900 12982 10552 9130 

1050 13090 10675 9167 

1200 13206 11079 9208 

1350 13253 11348 9211 

1500 13540 12392 9851 

Average 12884.4 10703.2 8580.9 

 
 
 
5.4. Energy Consumption 

Figure 4 compares the average energy 
consumption for three routing algorithms: DORA, 
PSORS, and RFLIRP. Table 5 presents each 
algorithm's energy consumption, allowing us to 
evaluate its efficiency. According to Figure 4, 
DORA has an average energy consumption of 
82.98%, while PSORS has an average energy 
consumption of 65.74%. Lastly, RFLIRP 
demonstrates the lowest average energy 
consumption among the three algorithms, with a 
value of 49.10%. 

 

 
Figure 4. Energy Consumption Analysis 

 
The higher energy consumption of DORA 

could be attributed to its destination-oriented 
routing approach, which may involve longer routes 
or suboptimal resource utilization, leading to 
increased energy usage. PSORS optimizes energy 
consumption by iteratively searching for better 
routes, considering link quality and bandwidth 
utilization factors. This optimization process 
contributes to the lower energy consumption 
observed in PSORS compared to DORA. RFLIRP 
consumes the least energy compared to DORA and 
PSORS. This superior energy efficiency can be 
attributed to RFLIRP's robust path selection 
mechanism inspired by the leaping behavior of 
frogs. RFLIRP selects paths that prioritize energy 
efficiency, link stability, and congestion avoidance, 
resulting in reduced energy consumption in the 
network. 
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The Energy Consumption Analysis based 

on Table 5 indicates that RFLIRP demonstrates the 
highest energy efficiency, followed by PSORS and 
DORA. The lower energy consumption of RFLIRP 
and PSORS compared to DORA suggests that their 
routing mechanisms are more effective in 
optimizing energy usage. RFLIRP's energy 
efficiency can be attributed to its robust path 
selection inspired by frog leaping behavior, while 
PSORS achieves lower energy consumption 
through particle swarm optimization. These 
findings highlight the importance of energy-
efficient routing protocols in reducing energy 
consumption and improving network sustainability. 

 
Table 5. Energy Consumption Result Values 

Nodes DORA PSORS RFLIRP 

150 74.51 56.39 43.15 

300 75.61 57.94 43.62 

450 77.90 60.36 44.21 

600 81.21 60.98 45.09 

750 82.27 61.51 47.02 

900 84.47 68.90 51.70 

1050 86.63 69.51 52.88 

1200 87.80 71.74 53.16 

1350 88.75 73.96 54.76 

1500 90.63 76.16 55.45 

Average 82.98 65.74 49.10 

 
5.5. Network Lifetime 

The Network Lifetime Result Values 
graph provides a detailed comparison of the 
average network lifetimes achieved by three routing 
algorithms: DORA, PSORS, and RFLIRP, as 
presented in Table 6. Table 6 presents the average 
network lifetime values for each algorithm, 
measured in percentage units, allowing for a 
comprehensive analysis of their performance in 
terms of network longevity. 

 
DORA achieves an average network 

lifetime of 17.19%. This indicates that, on average, 
the network employing the DORA routing 

algorithm can sustain its operations for 
approximately 17.19% of the total expected 
network lifespan. This relatively lower network 
lifetime could be attributed to potential 
inefficiencies in energy consumption or routing 
decisions within the DORA algorithm, leading to 
shorter network usability. PSORS demonstrates a 
significantly higher average network lifetime of 
37.41%. This implies that, on average, the network 
utilizing the PSORS algorithm can maintain its 
functionality for around 37.41% of the total 
expected network lifespan. The improved network 
lifetime of PSORS can be attributed to its particle 
swarm optimization-based approach, which 
optimizes energy consumption, load balancing, and 
network connectivity, thereby enhancing the overall 
network lifespan. 
 

 
Figure 5. Network Lifetime Analysis 

 
RFLIRP routing protocol showcases the 

highest average network lifetime among the three 
algorithms, with a value of 59.83%. This suggests 
that, on average, the network employing the 
RFLIRP protocol can sustain its operations for 
approximately 59.83% of the total expected 
network lifespan. The significantly longer network 
lifetime achieved by RFLIRP highlights the 
effectiveness of its robust path selection 
mechanism, which draws inspiration from frog 
leaping behavior. RFLIRP's path selection strategy 
prioritizes energy efficiency, link stability, and 
congestion avoidance, improving network longevity 
and enhancing overall network performance. 

 
The Network Lifetime Result Values 

graph and Table 6 demonstrate that RFLIRP 
achieves the highest average network lifetime, 
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followed by PSORS and DORA. This indicates that 
RFLIRP's routing mechanism, which considers 
energy efficiency and stability factors, contributes 
to an extended network lifespan. On the other hand, 
DORA exhibits a relatively shorter network 
lifetime, indicating potential areas for improvement 
in energy optimization and network longevity. 
PSORS strikes a balance between the other two 
algorithms, offering an average network lifetime. 

 
Table 6. Network Lifetime Result Values 

Nodes DORA PSORS RFLIRP 

150 24.81 50.53 66.10 

300 23.96 49.68 65.74 

450 21.13 46.24 64.10 

600 18.71 44.56 63.39 

750 17.63 37.49 62.36 

900 16.73 31.14 62.09 

1050 13.43 29.72 55.71 

1200 12.77 29.14 54.68 

1350 12.22 27.86 53.48 

1500 10.51 27.79 50.65 

Average 17.19 37.41 59.83 

 
6. CONCLUSION 

The energy efficiency of routing 
algorithms in Internet of Things-based Cloud 
Wireless Sensor Networks (IC-WSN) for 
greenhouse farming is crucial for optimizing 
resource utilization and ensuring sustainable 
agricultural practices. The Robust Frog Leap 
Inspired Routing Protocol (RFLIRP) presented in 
this paper effectively addresses the energy 
consumption challenge in IC-WSN routing. The 
experimental results validate the efficacy of 
RFLIRP in significantly reducing energy 
consumption compared to existing routing 
protocols. By intelligently selecting energy-
efficient paths and implementing data aggregation 
and compression techniques, RFLIRP extends the 
operational lifespan of sensors, minimizes 
maintenance costs, and promotes eco-friendly 
farming practices. The adoption of RFLIRP 
empowers greenhouse farmers to enhance 

productivity, reduce resource wastage, and ensure 
the long-term viability of their operations. 
Furthermore, RFLIRP enables uninterrupted data 
transmission and timely monitoring of critical 
parameters in large-scale greenhouse environments. 
Further research can focus on refining RFLIRP and 
exploring additional optimization techniques to 
improve energy efficiency and overall performance 
in IC-WSN routing for greenhouse farming 
applications. 
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