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ABSTRACT 

 

The realization of diagnostic decision support systems in medical imaging, in particular ultrasound 
imaging, is a field that continues to experience more and more success thanks to the development of image 
processing tools allowing segmentation and texture characterization which lead to pattern recognition with 
a minimum of error. Indeed, concerning the characterization of the texture of ultrasound images, in addition 
to statistical techniques, several methods based on new approaches are proposed. Indeed, multifractal 
analysis in texture characterization is becoming increasingly efficient due to multifractal modelling and 
powerful methods in estimation of irregularities functions and multifractal spectrum. But of all methods 
proposed for texture characterization, in particular methods using multifractal tools, the extraction of 
discriminating texture features remains a major challenge.   

In this respect, as a first main contribution, we propose a multifractal approach, based on two multifractal 
descriptions, for texture characterization that we used, in the second main contribution, to characterize 
textured ultrasound images of the kidney. The first texture multifractal approach is based on local 
information that is the singularity. Indeed, the originality of our contribution here is to use pixel singularity 
to build the singularity-level matrix and the binarized image(homogeneity/discontinuity), from which we 
extract new texture features. While the second one is based on global information provided by the 
multifractal spectrum. In fact, the originality of our contribution here is to use the Hausdorff multifractal 
spectrum that gives a better estimation of the multifractal spectrum. In this regard, to make the analysis of 
the spectrum possible, we had to preprocess it through smoothing, enabling us to keep the most important 
information of the spectrum from which we extract new texture characteristics by analyzing the shape and 
position of the smoothed multifractal spectrum of Hausdorff. Finally, as a second main contribution, we 
will evaluate the potential of our proposed multifractal features to characterize textured ultrasound images 
of the kidney. Having more reproducibility of the texture features first require a good choice of Choquet 
capacity to calculate the irregularities but also selecting a more representative region of interest (ROI) to 
analyze by carrying out an adapted virtual puncture in the kidney representative components.  

We proceed to exclusive evaluation of the four proposed methods before evaluating the combined method 
of the four proposed methods and the combined one. The results of the supervised classification, using 
three classes of images (young, healthy, glomerulonephritis), are interesting and promising since the 
classification accuracy reaches about 84%. This encourages conduct further research to yield better results. 

Keywords: Multifractal Analysis, singularity, Smoothing, Hausdorff Spectrum, Texture Analysis, Kidney 
Image, Classification. 
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1. INTRODUCTION 

1.1 Goals 
The aim of the work is in first stage to propose a 

new multifractal approach for texture 
characterization by introducing new texture features 
extracted from singularities function and Hausdorff 
multifractal spectrum. Afterwards, the second goal 
is to perform texture characterization of kidney 
ultrasound image using the selected set of texture 
features. 

 
1.2 Kidney ultrasound imaging 

It’s obvious that kidney is a vital organ that can 
be affected by several pathologies thus modifying 
its anatomical substructures and early diagnosis of 
them, at a preliminary stage, is a determining factor 
for the recovery. Indeed, ultrasound imagery is a 
useful, convenient and safe diagnosis modality of 
kidney, and the analysis of the information 
contained in the ultrasound image is within the 
competence of the clinician. Unfortunately, the 
quality of the ultrasound image is considered poor 
due to the large amount of noise, mainly speckle 
that is due to the interference of back scattered 
signals, which distorts the information sought in the 
image. This is why the clinician's perception must 
be complemented by automatic recognition based 
on image processing tools like texture 
characterization. Based on results of previous 
research works that reveal auto-similarity in the 
texture of ultrasound image, we were motivated to 
deepen our research on texture features from 
multifractal analysis [4].   

 
1.3 Multifractal-based methods for texture 
characterization 

Since the introduction of the fractal geometry 
concept[5][6] in image processing, monofractal 
approaches, based only on the fractal dimension 
that measured a degree of self-similarity at different 
scales, were the first to be successfully introduced 
for the quantification of the texture image. Indeed, 
as in other imaging applications [7], several 
proposed variants of the monofractal approach, 
using mathematical tools to improve fractal 
dimension estimation and extract new texture 
features, have yielded good results in medical 
image processing[8], and more particularly in 
ultrasound image analysis. For example, the 
differences of gray level of neighboring pixels was 
used by Chen and al. [9] to estimate the fractal 
dimension of an ultrasound image of breast lesion 
by using the fractal dimension. Also, local 
parametric fractal features extracted via maximum 

likelihood estimation from five well-known 
statistical model families are evaluated for the 
purpose of ultrasound liver tissue characterization 
[10][11]. But, due to the fractal dimension alone 
does not provide enough description of all 
regularities in the texture, the fractal dimension-
based methods remain insufficient for efficient 
texture characterization for the real-world image. 

Then fortunately several research works argued 
that texture characterization can be obtained by 
measuring the fluctuation of image amplitude 
regularity in space, and hence achieved by means of 
a multifractal analysis [12][50][51]. Indeed, with 
the development of the multifractal formalism [13-
15], several multifractal approaches for the texture 
analysis has been developed using different 
mathematical tools namely: wavelet transform [16], 
capacities and measures, and methods used for 
calculation Hölder exponent and multifractal 
spectrum. Further researches were conducted 
leading to resolve problems where simply 
multifractal methods faild. For example, 
Kantelhardt and al. [17] proposed multifractal 
detrended fluctuation analysis to handle the non-
stationary measures, and adapted variants of this 
method yielded successful results in many image 
processing applications [18-20]. Also, methods 
based on Multifractal analysis were developed for 
multivariate image processing [21]. 

All texture features extraction methods based on 
multifractal analysis reported in the all fields of 
image processing exist in two types: those based on 
local information given by the singularity function 
and others based on global information given by the 
multifractal spectrum. 

The first one uses local information, given by the 
irregular singularity at each point, by building the 
singularity matrix from which we extract statistical 
and structural texture features describing the 
distribution of different irregularities in the whole 
of image. In fact, this idea has been introduced in 
the segmentation of textured images. Uma and al. 
[22] calculated of statistics on histogram of 
singularities to characterize synthetic aperture radar 
(SAR) images.  

The second kind of methods uses global 
information given by multifractal spectrum 
(𝑓(𝛼), 𝛼), where fractal dimension 𝑓(𝛼) of 
different fractal components 𝐸ఈ  have defined each 
one by a value of singularity 𝛼 [23]. According 
works of Chaudhuri and Sarker [24], Xu[25] and 
Florindo[26], all the multifractal spectrum is 
considered to classify real images of texture. A 
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similar approach using a regional multifractal 
spectrum is used to analyze remote-sensing images 
[27]. Piotr and al.[1-3] extend this approach for 
texture features by showing that form and position 
of Legendre multifractal spectrum of texture give a 
valuable information on the texture image [1]. 
However, the criticism we make to this method is 
the assumption of the strong multifractal formalism. 
Then, we present a generalization of this method 
with using the Hausdorff spectrum that we pre-
process before extracting features based on its 
shape and position. A similar approach using a 
regional multifractal spectrum is used to analyze 
remote-sensing images [27]. 

Finally, following our review of papers, we note 
that many research works reveals the potential of 
multifractal features to characterize human organs 
from ultrasound images [34]. Indeed, a promising 
results was yielded by research works conducted to 
characterize melanoma of tissue, particularly 
methods using wavelet Leaders like maximum 
wavelet coefficient [35-37]. In liver diagnosis, 
some works using multifractal tools were conducted 
to aim goals like characterizing texture of 
ultrasound image [38] or improved prediction of 
ultrasound liver tumor response to chemotherapy 
treatment [39]. That’s in characterization of the 
trabecular bone microarchitecture where the good 
results were yielded since introduction of the 
monofractal model, with methods based solely on 
fractal dimensions [40-44], but the results have 
begun to be more amazing with methods based on 
multifractal analysis that enables a description of 
both local and global regularity and roughness of 
the trabecular bone on radiographic images [45]. 

 
1.4 Texture characterization of ultrasound 

kidney images 
The characterization of kidney from ultrasound 

image was the purpose of many research works that 
yielded to numerous promising image processing 
techniques for segmentation and texture analysis. 
Indeed, mostly of those techniques are using texture 
analysis approaches based on the extraction of 
texture features that allow the kidney to be 
classified as normal or abnormal organ. These are 
mainly statistical texture analysis methods, based 
on calculating texture image statistics, such as first 
moment values and co-occurrence matrix for 
extracting local features from renal ultrasound 
images [28-31][54-56], but also using other texture 
features such as spectral statistics [32]. Wan and al 
[33] had developed an approach, based on the 
preprocessing of kidney images by Gaussian low-

pass filter, with the aim to extract texture feature 
susing a run-length matrix in addition to second-
order statistics. Generally, these research works 
have two disadvantages, namely that they remain 
unfortunately not only manual in the select of the 
region of interest to be studied but also with the 
difficulty of carrying out a complete classification 
taking into account different pathologies in their 
several stages. These disadvantages are probably 
the reason for the lack of papers aimed at 
classifying the kidney, from ultrasound images, by 
texture analysis based on the multifractal approach 
unlike the characterization of other human organs 
like liver or bone. This is why we attempt in our 
work to characterize the kidney with an adapted 
multifractal method based on the extraction of 
texture features from an ultrasound image of the 
kidney. 

The research problem that we address in this 
article concerns the evaluation of the discriminative 
potential of new texture features, extracted from a 
global and local multifractal description, in a 
problem of characterization of kidney ultrasound 
images. Indeed, after an introduction of our 
research topic, we present, in part 2, the basic 
principle of multifractal analysis. Afterwards, in 
part 3, in order to extract new texture features from 
the Hölder exponent, we also present a solution that 
allows us to quantify the singularity by defining the 
level-singularity matrix. Then, new texture 
attributes, extracted from the global information 
given by the Hausdorff spectrum, are presented in 
part 4. Part 5 constitutes the second part of the 
methodology where we evaluate the discriminating 
power of the proposed attributes. In part 6, and 
within the framework of an ultrasound image 
characterization problem, we present the second 
part of the methodology in which we evaluate the 
discriminating power of the proposed features. 
Then, we finally end our article by presenting the 
results, the discussions, and the conclusion. 

 
2. BASIC PRINCIPLE OF MULTIFRACTAL 

ANALYSIS 

The fractal geometry has been introduced 
to describe the scale relations between geometrical 
structures and scale for analysis of those structures: 
the size of a fractal set changes as a scale from 
which it is examined, given by the fractal 
dimension [46]. 

The 𝛼(𝑥, 𝑦), quantiying the regularity of 
the image in the neighborhood of the point (𝑥, 𝑦), is 
defined by the singularity which is the measure of 
the local fractal dimension(1). 
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The generalization of the notion of 

multifractal [13] is to consider all sets of 
multifractal 𝐸ఈ  as a hierarchy of sets in which, each 
of them has its own fractal dimension 𝑓(𝛼) (2). 
Thus multifractal analysis gives a scale relation that 
requires a family of dimensions instead of one 
dimension as in the case of fractal geometry 
[47][48]. Multifractal in images analysis consists in 
defining measures from the gray level to calculate 
spectrums and to process each point based on local 
𝛼 and global information 𝑓(𝛼). 

 
The singularity 𝛼(𝑥, 𝑦) given by the local 

Hölder exponent at the point  (𝑥, 𝑦) is defined by: 

𝛼(𝑥, 𝑦) = 𝑙𝑖𝑚
ௗ௧→଴

௟௢௚ ఓቀ஻൫(௫,௬),ௗ௧൯ቁ

௟௢௚(ௗ௧)
 (1) 

𝑓(𝛼) = 𝑑𝑖𝑚ு(𝐸ఈ)                (2) 
 
Where 𝐵൫(𝑥, 𝑦), 𝑑𝑡൯ is the ball with the 

center (𝑥, 𝑦) and the radius 𝑑𝑡, while 𝜇 is  a 
measure. 

 
3. IMAGE ANALYSIS BASED ON LOCAL 
INFORMATION  

The study of the local Hölder regularity at 
each point of the texture image can be a mean of 
texture analysis because it can simply be seen as a 
particular combination of Hölder exponent values. 
This amounts to saying that a texture is made up of 
a set of singularities and that the value and the 
spatial arrangement of these singularities can 
provide features to characterize the texture. 

Therefore, we propose a statistical and 
structural analysis of the singularity matrix that we 
will characterize by defining some amounts related 
to this image as: 

-The statistic features relative to the 
arrangement of the singularity levels using the run-
length matrix showing different runs of singularity 
levels found within the singularity level matrix. 

-First-order statistics.   
-The structural features calculated on the 

particular areas corresponding to specific values of 
the Hölder regularity. 

 
3.1 The level-singularity matrix 

The Hölder function calculated on an 
image 𝑚 × 𝑛 is stored in an array of the same size 
𝑚 × 𝑛 where each point (𝑖, 𝑗) carries the value of 
the Hölder exponent 𝛼(𝑖, 𝑗) estimated on the pixel 
(𝑖, 𝑗) (Figure 1). The realization of the image of the 
singularities can be carried out from a sampling of 
the values of singularities which consists in 

calculating the maximum value of the singularities 
𝛼௠௔௫ and covering the interval [𝛼௠௜௡ , 𝛼௠௔௫] with 
the set of intervals 𝐼௜  defined by: 

𝐼௜ = ]𝑖𝛼௨ , (𝑖 + 1)𝛼௨]    for     𝑖 = 1, … ,14    
with    𝛼௨ =

ఈೌ,೘ೌೣିఈೌ,೘೔೙

ଵ଺
. 

With 𝐼଴ = [𝛼௠௜௡ , 𝛼௨]  and  𝐼ଵହ = ]15𝛼௨ , 𝛼௠௔௫]. 
 
𝛼௨ is the reference step defined, in a 

normalized way, to establish irregularity level 
classes within the image of the singularities. 
Indeed, 𝛼௔,௠௔௫ (resp. 𝛼௔,௠௜௡) the mean  maximum( 
resp. mean minimum) calculated on 𝑁 images 
picked up randomly from the training set. 

𝛼௔,௠௔௫ =
∑ ఈ೘ೌೣ

೔ಿషభ
೔సబ

ே
  and 𝛼௔,௠௔௫ =

∑ ఈ೘ೌೣ
೔ಿషభ

೔సబ

ே
  

where  𝛼௠௔௫
௜  is the singularity maximum (resp. the 

singularity minimum) calculated on the 𝑖௧௛ image 
of the N training images. 

 
The Hölder image (of singularities) H  is 

given by: 
∀𝑘 = 1,2, … , 𝑚  and  ∀𝑙 = 1,2, … , 𝑛   we 

have: 
𝐻(𝑘, 𝑙) = 𝑗    si    𝛼(𝑘, 𝑙) ∈ 𝐼௝    ∀𝑗 = 0,1,2 … ,15 

 

 
Figure 1 : The table designating the singularity level 

matrix calculated from the original image. 
 
3.2 Features from run-length matrix of 

singularity levels 
This method, using the matrix of 

singularity levels H containing irregularity 
information at each point (𝑥, 𝑦), is based on the 
definition of statistical parameters expressing the 
distribution of the levels of singularities existing in 
the image. A run of irregularity-level is a 
consecutive set of collinear pixels having the same 
level of irregularity. The run-length matrix 𝑝ఏ(𝑖, 𝑗) 
is given counting the runs of irregularity levels i 
and of size j. 

 
The run-length matrix involves two 

textural information, namely: the direction and the 
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coarseness in terms of irregularities. The direction 
generally used to define run-length matrix are 
0°, 45°, 90°, 135°. 

 
The reduced number of singularity levels 

will make it possible to avoid the large number of 
runs of irregularities which contain only one point. 
This is how we consider the coding of singularity 
levels on 16 levels sufficient for texture analysis 
with run-length matrix. 

 
Thus the generalized parameter defining 

the statistical distribution of the various runs of 
irregularity levels is given by: 

𝐺𝑅𝐿𝑆𝐿𝐹 =
1

𝑛ఏ

෍ ෍ 𝑖௞೔𝑗௞ೕ𝑝ఏ(𝑖, 𝑗)

ேഇ

௝ୀଵ

ீ

௜ୀଵ

 

GRLSLF: Generalized Run Length 
Singularity Level Feature. 

Where 𝑛ఏ is the total number of runs 
existing in the singularity-level matrix 𝐻 along a 𝜃 
direction. 

𝐺 is the number of singularity-level. 
𝑁ఏ is the size of singularity-level matrix 𝐻 

along  the 𝜃 direction. 
Several texture features can be defined 

from the GRLSLF parameter by giving 𝑘௜ and 𝑘௝ 
different values. The principle in the extraction of 
the features is to exclusively measure the 
accentuation of different types of singularity-level 
and run-length via the coefficients  𝑘௜ and 𝑘௝.We 
propose some feature, namely: 

- Short Run Low Level Singularity Emphasis 
(SRLLSE) given by 𝑘௜ = −2 and 𝑘௝ = −2. 

- Short Run High Level Singularity Emphasis 
(SRHLSE) given by 𝑘௜ = 2 and 𝑘௝ = −2. 

- Long Run High Singularity Emphasis 
(LRHSE) given by 𝑘௜ = 2 and 𝑘௝ = 2. 

- Long Run Low Singularity Emphasis 
(LRLSE) given by 𝑘௜ = −2 and 𝑘௝ = 2. 

Other run length statistics are defined, 
namely: 

- Run Length Non-Uniformity (RLNU) given 
by: 

𝑅𝐿𝑁𝑈 =
1

𝑛ఏ

෍ ൭෍ 𝑝ఏ(𝑖, 𝑗)

ீ

௜ୀଵ

൱

ଶேഇ

௝ୀଵ

 

- Singularity Level Non-Uniformity (SLNU) 
given by: 

𝑆𝐿𝑁𝑈 =
1

𝑛ఏ

෍ ቌ෍ 𝑝ఏ(𝑖, 𝑗)

ேഇ

௜ୀଵ

ቍ

ଶ
ீ

௝ୀଵ

 

- Runs Percentage (RP) 

𝑅𝑃 =
1

∑ ∑ 𝑗𝑝ఏ(𝑖, 𝑗)
ேഇ
௝ୀଵ

ீ
௜ୀଵ

 

 
3.3 First-order statistics 

First-order statistics are estimated on 
singularity levels without taking into account their 
relative distribution. The consideration of these 
amounts calculated on the singularity level matrix 
allows an evaluation of the different levels of 
irregularities without taking into account their 
relative distribution in the image. 

 
However, we will consider the most used 

first-order statistics, namely: 
 The average singularity level value: 

𝐴𝑣௛ = ෍ 𝑖. ℎ(𝑖)

ଵହ

௜ୀ଴

 

With h the histogram  of  the singularity 
level matrix 𝐻. 

This quantity makes it possible to evaluate 
the average irregularity-level around which the 
various levels of irregularities are located. 

 Variance : 

𝑣𝑎𝑟௛ =
1

𝑚. 𝑛
෍ ෍൫𝑎𝑣𝑒𝑟௛ − 𝐻(𝑖, 𝑗)൯

ଶ
௡

௝ୀଵ

௠

௜ୀଵ

 

 The skewness (centered space moment 
of order 3) :  

Skew୦ =
1

m. n
෍ ෍(H(i, j) − aver୦)ଷ

୬

୨ୀଵ

୫

୧ୀଵ

 

 The Kurtosis (centered space moment of 
order 4) : 

𝐾𝑢𝑟𝑡௛ =
1

𝑚. 𝑛
෍ ෍(𝐻(𝑖, 𝑗) − 𝑎𝑣𝑒𝑟௛)ସ

௡

௝ୀଵ

௠

௜ୀଵ

 

 
Other first-order statistics extracted from 

the singularity-level matrix 𝐻 will be used like 
energy, entropy... 

 
3.4 Structural features using the Hölderian 
matrix: 

In the Hölderian matrix 𝛼(𝑥, 𝑦), the points 
(𝑥, 𝑦)  with  the  low  singularity  value   
(𝛼(𝑥, 𝑦) << 2) correspond to locally irregular 
points including the contour points (𝛼(𝑥, 𝑦) ≈ 1). 
While pixels  with high singularity value 
(𝛼(𝑥, 𝑦) ≈ 2) are corresponding to homogeneous 
regions. Consequently, the possibility of describing 
the two modes (discontinuity/homogeneity), in the 
texture, from the Hölderian matrix encourages us to 
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characterize it by structural features quantifying 
their size and distribution.  

 
Indeed, the average singularity constitutes 

a texture feature which will also be used to binarize 
the Hölderian image by considering it as a 
threshold separating the two modes, namely: 
discontinuities and homogeneities. The Hölder 
regularity threshold S is the mean singularity value 
calculated on 𝑁 images, picked up randomly from 
the training set, and given by: 

𝑆 =
∑ 𝐴_𝑆ℎ

௜ேିଵ
௜ୀ଴

𝑁
 

Where the 𝐴_𝑆ℎ
௜ is the average singularity 

value calculated on the 𝑖௧௛ image with 𝑚 × 𝑛 size. 

𝐴_𝑆ℎ
௜ =

1

𝑚. 𝑛
෍ ෍ 𝛼(𝑘, 𝑙)

௡

௟ୀଵ

௠

௞ୀଵ

 

 
Therefore the binarized image  𝐻ଵ is given 

by defining the two regions (Figure 2): 
- Let 𝑅ூ be the set of pixels forming the 

irregular regions with low singularity levels, 
defined by: 

𝐻ଵ(𝑖, 𝑗) = 0   if   𝛼(𝑖, 𝑗) ≤ 𝑆 
- Let Rୌ be the set of pixels forming the 

homogeneous regions with high singularity levels, 
defined by : 

𝐻ଵ(𝑖, 𝑗) = 255    if   𝑆 < 𝛼(𝑖, 𝑗) 
 

 
Figure 2 : The table designating the image of 

irregularities calculated from the Binarized image. 
 
Our texture description, from binarized 

image 𝐻ଵ, is structural aiming to extract 
characteristic features describing the size and the 
distribution of irregular and homogenous regions.  

 
Indeed, let ൛𝑅ு

௝
ൟ

௝ୀ଴,..,ேିଵ
the disjointed 𝑁 

subregions that form the partition of the 
homogeneous region 𝑅ு. And let 𝐴𝑟ு

௜  the area of 

the subregion 𝑅ு
௜ . Thus, the texture features we 

suggest are the following: 
- The maximum area of homogeneity given 

by: 
𝐴𝑟ு

௠௔௫ = 𝑚𝑎𝑥
௜

𝐴𝑟ு
௜  

- The total area of homogeneity, given by: 

𝐴𝑟ு
௧௢௧௔௟ = ෍ 𝐴𝑟ு

௜

ே

௜ୀ଴

 

- The average area of homogeneity, given by: 

Arୌ
୫ =

Arୌ
୲୭୲ୟ୪

N
ൗ  

- The relative maximum area: 

Arୌ
୰ୣ୪,୫ୟ୶ =

Arୌ
୫ୟ୶

Aୌ
୲୭୲ୟ୪൘  

- The average area of homogeneity: 

𝐴𝑟ு
௠,௠௔௫ =

𝐴𝑟ு
௠

𝐴ு
௧௢௧௔௟൘  

- The number 𝑁ு of the subregions forming 
the partition ൛𝑅ு

௝
ൟ

௝ୀ଴,..,ேିଵ
. 

 
We also do the same thing with the 

irregular subregions ൛𝑅ூ
௝
ൟ

௝ୀ଴,..,ெିଵ
, characterized by 

a low singularity values, and we extract some 
features, namely: 𝐴𝑟ூ

௠௔௫ , 𝐴𝑟ூ
௧௢௧௔௟ , 𝐴𝑟ூ

௠, 𝐴𝑟ூ
௥௘௟,௠௔௫ , 

𝐴𝑟ூ
௠,௠௔௫, 𝑁ூ. 

 
Therefore, we can also use other structural 

features, like areas and positions, extracted on the 
Hölderian matrix (given by 𝛼(𝑖, 𝑗)), to describe 
components of the texture corresponding to 
different values of irregularities 𝛼(𝑖, 𝑗). 

 
4. TEXTURE ANALYSIS BASED ON 

MULTIFRACTAL SPECTRUM 

4.1 The smoothing of the Hausdorff multifractal 
spectrum 

Smoothing discrete curves consists of a 
substitution of those by regular forms from which 
one has good representation to access for analyzing 
them. The filters 1-D as median, average stage and 
its derivate are mostly used for smoothing functions 
1-D like signal in order to eliminate noise. But the 
size and the number of iterations that one has to use 
those filters represent parameters to regulate for 
good results, Practically, a criteria of quality based 
on the distance of the curve from points (or in total 
quadratic error) is used to determine a regular 
function that realizes an optimal smoothing. 

 
Considering n points (𝑡௜, 𝑦௜)  with  𝑡௜ ∈

[𝑎, 𝑏], a function should, therefore, be found 𝑓(𝑡) 
to minimize 𝐸ଵ or 𝐸ଶ  defined as follows: 
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𝐸ଵ = ∑ (𝑓(𝑡௜) − 𝑦௜)ଶ௡
௜ୀଵ   (3) 

and     𝐸ଶ = 𝑚𝑎𝑥
௜

{⌈𝑓(𝑡௜) − 𝑦௜⌉}                (4) 

 
Criterion of (3) and (4) make it possible to 

valorize results given by those two representatives’ 
classes of filters that exist: linear filters (average) 
and non-linear filters (median). 

 
-a- med1                                 -b-med2 

 

 
-c-med3 

Figure 3: Smoothing of multifractal spectrum with the 
median filter 1D (size 1x3). a- The median filter is 

applied once. b- Twice. c- Three times. 
 

 
   -a- med1                            -b-med2 

 
   -c-med3 

Figure 4: Smoothing of multifractal spectrum with the 
average filter 1D(size 1x3). a- The average filter is 

applied once. b-Twice. c- Three times. 
 

We notice that the curve obtained from an 
average stage is smooth but the curve obtained 
from a median filter presents some angular points. 
In facts, we consider criteria (3) because it takes in 
consideration all points of the curve. Find results 
are provided in the table 1 which gives the average, 
the standard deviation and the coefficient of 

variation of quantity 𝐸ଵ measured from the 
spectrum of a set of 40 chosen images picked up 
randomly. 

The analysis of results proves that the 
average stage filter offers a regular curve form that 
which may be used for the texture in image 
analysis. Similar results had been obtained while 
using the criteria (4). 

 
Table 1 : Summary of results regarding criterion (3) for a 

median filter and average filter. 
 Median Average 

Average 0.924 0.941 
Dev. Std. 0.205 0.221 
Coef. Var. 22.18 34.74 
 
The characterization of texture by 

analyzing the form and the position of the 
smoothed multifractal spectrum is now possible by 
using the Hausdorff multifractal spectrum which 
represents the most exact spectrum to estimate 
fractal dimension for various fractalities recovering 
the image. 

 
4.2 The fractal dimension, average 𝑫𝒂 and 

central 𝑫𝒄 
The image analysis using the multifractal 

spectrum is at the same time easy and challenging. 
In fact, it is easy because the distinction of 
homogenous regions can be achieved by selecting 
sub regions of an image that has for fractal 
dimension a value that tends toward 2; whereas 
edge points are characterized by a fractal dimension 
neighboring 1. Otherwise it is difficult to explain 
sub regions with a fractal dimension different from 
1 and 2, which means that the fractal set 𝐸ఈ  that 
dimension is 𝑓(𝛼) ≪ 1 or 1 ≪ 𝑓(𝛼) ≪ 2. The 
characterization of an image by homogenous 
regions (𝑓(𝛼) ≈ 2) has a problem of limit because 
there is no general rule which gives the value that 
one has homogenous regions from the multifractal 
spectrum. This is why fractalities on the image have 
to be divided into two groups: 

 All  given  subsets 𝐸ఈ   defined  by  
𝑓ௌ < 𝑓(𝛼) ≤ 2 (with 1 < 𝛼ௌ) having homogenous 
regions. This set is representative because if the 
texture is smooth its contribution in the multifractal 
spectrum becomes interesting but, it is the opposite 
when the texture is not smooth. 

 All given subsets 𝐸ఈ  defined by 
𝑓(𝛼) ≤ 𝑓ௌ have an irregularity that corresponds to 
the edges. In fact, cutting the spectrum in two can 
be realized using an average fractal dimension 
defined in the same way that one defines average in 
physics values. In that case it is difficult to give a 
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signification apart from representing a statistical 
sampling that describes the value 𝑓௛(𝛼). In our case 
we show how this statistic can be important in the 
classification of images of texture. 

𝐷௔ =
ଵ

ெ
∑ 𝑓௛(𝛼)ఈ೘ೌೣ

ఈୀఈ೘೔೙
  (5) 

Where M is the numer of  𝐸ఈ  subsets. 
 
We have two subregions that cover the 

image: 
 The pixels (𝑖, 𝑗) with Hölder 

exponent 𝛼(𝑖, 𝑗) is that : 
𝐷௔ < 𝑓௛൫𝛼(𝑖, 𝑗)൯ ≤ 2. 

 The pixels (𝑖, 𝑗) with Hölder 
exponent 𝛼(𝑖, 𝑗) is that :  

 𝑓௛൫𝛼(𝑖, 𝑗)൯ ≤ 𝐷௔. 
 
All   spectrum   points   given by         

𝐷௔ < 𝑓௛൫𝛼(𝑖, 𝑗)൯ ≤ 2 belong to an interval of 
singularities delimited by those values: 

𝛼௠௜௡
௔ = 𝑚𝑖𝑛{𝛼 𝑓௛⁄ (𝛼) = 𝐷௔} 

 and   
𝛼௠௔௫

௔ = 𝑚𝑎𝑥{𝛼 𝑓௛⁄ (𝛼) = 𝐷௔} 
 
The central Hölder exponent 𝛼஼ is defined 

by an average of 𝛼 ∈ [𝛼௠௜௡
௔ , 𝛼௠௔௫

௔ ]. Consequently, 
the 𝐷஼  has to be defined with respect to αେ where: 

𝛼஼ =
1

𝑁
෍ 𝛼

ఈ೘ೌೣ
ೌ

ఈୀఈ೘೔೙
ೌ

 

 
Figure 5 gives different quantities of 

multifractal spectrum. 
 

 
Figure 5: Example of smoothed multifractal spectrum. 

 
4.3 Texture features 

The spectrum being divided into two zones 
: left α < αେ and right α ≤ αେ ; then one can prove 
that the spectrum, being with respect to those two 
types of irregularities, can be an element that 
characterizes the texture. 

The position of the spectrum is defined by 
maximum 𝛼௠௔௫ , minimum 𝛼௠௜௡ and central 
singularities 𝛼஼, but the form can be quantified by 

calculating the characteristic areas of different parts 
of the spectrum and dispatching with respect to two 
axis 𝛼 and 𝑓௛(𝛼). 

 
So attributs of texture are summarized here 

after. 
 

4.3.1 Analysis of total spectrum 
 Total area : 

𝐴ଵ = න 𝑓௛(𝛼)
ఈ಴

ఈ೘೔೙

𝑑𝛼    𝐴ଶ = න 𝑓௛(𝛼)𝑑𝛼     
ఈ೘ೌೣ

ఈ಴

 

𝐴ଷ =
𝐴ଵ

𝐴ଶ
ൗ  

 
𝐴ଵ (Respectively 𝐴ଶ) provides information 

on fractalities,  defined  by  Hölder  exponents 𝛼 <
𝛼஼ (respectively 𝛼஼ ≤ 𝛼), based on the distribution 
of their dimensions. While 𝐴ଷ provides information 
on types of fractalities with respect to the other 
fractal dimension. 

 
 Average integral on 𝛼 axis and 

their proportion : 

𝐴ସ =
𝐴ଵ

(𝛼஼ − 𝛼௠௜௡)ൗ       𝐴ହ =
𝐴ଶ

(𝛼௠௔௫ − 𝛼஼)ൗ  

𝐴଺ =
𝐴ସ

𝐴ହ
ൗ  

 
𝐴ସ (resp.  𝐴ହ ) provides information on the 

value of the dimension, which is constant on the 
interval [𝛼௠௜௡ , 𝛼஼[(resp. [𝛼஼ , 𝛼௠௔௫]), occupies the 
same area 𝐴ଵ(resp. 𝐴ଶ) of 𝑓௛(𝛼) on the same 
interval. That value depends on the spectrum being 
to the support [𝛼௠௜௡ , 𝛼஼[ (resp. [𝛼஼ , 𝛼௠௔௫]). While 
𝐴଺ provides information on the importance of 
quantities 𝐴ସ and 𝐴ହ, in relation to each other. 

 
• Percentage of total area  
Given 𝑓௠௜௡

௟ = 𝑚𝑖𝑛{𝑓௛(𝛼)/𝛼 ∈ [𝛼௠௜௡ , 𝛼஼[}   
and     𝑓௠௜௡

௥ = 𝑚𝑖𝑛{𝑓௛(𝛼)/𝛼 ∈ [𝛼஼ , 𝛼௠௔௫[} 
 
𝑓௠௔௫

௟ = 𝑚𝑎𝑥{𝑓௛(𝛼)/𝛼 ∈ [𝛼௠௜௡ , 𝛼஼[}  and                
𝑓௠௔௫

௥ = 𝑚𝑎𝑥{𝑓௛(𝛼)/𝛼 ∈ [𝛼஼ , 𝛼௠௔௫[} 
l : left    and r : right 
Then we can define those quantities: 

𝐴଻ =
𝐴ସ

(𝑓௠௔௫
௟ − 𝑓௠௜௡

௟ )൘       𝐴଼ =
𝐴ହ

(𝑓௠௔௫
௥ − 𝑓௠௜௡

௥ )൘  

𝐴ଽ =
𝐴଻

𝐴଼
ൗ  

 
𝐴଻ represents the percentage of the total 

area in the area of the smaller rectangle containing 
the left part of the spectrum. In fact, this quantity 
provides information on the position and the form 
of the spectrum on its left part because the left part 
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of the spectrum is higher, and the attribute 𝐴଻ shall 
be important. The same interpretation can be done 
on the right part of the spectrum. While 𝐴ଽ provides 
information on the ratio 𝐴଻ and  𝐴଼. 

 
4.3.2 Partial analysis of the spectrum 

The spectrum has an important part where 
the fractal dimension has high values. We have 
established a method allowing us to estimate this 
area using the average of the dimension. Now we 
are going to analyses the given part of the spectrum 
using the Hölder exponent to the interval 
[𝛼௠௜௡

௔ , 𝛼௠௔௫
௔ ] inside homogenous regions of the 

texture. First of all, we define similar attributes to 
see how the spectrum will be inside the two parts of 
those intervals [𝛼௠௜௡

௔ , 𝛼஼] and [𝛼஼ , 𝛼௠௔௫
௔ ]. 

 
So that, partial areas and derived quantities 

have been established. 
 Partial area : 

Given: 
𝑓௠௜௡

௟,௔ = 𝑚𝑖𝑛{𝑓௛(𝛼)/𝛼 ∈ [𝛼௠௜௡
௔ , 𝛼஼]} 

and   𝑓௠௜௡
௥,௔ = 𝑚𝑖𝑛{𝑓௛(𝛼)/𝛼 ∈ [𝛼஼ , 𝛼௠௔௫

௔ ]} 
l : left   and r : right   
Then we define those areas: 

𝐴ଵ଴ = න 𝑓௛(𝛼)𝑑𝛼
ఈ಴

ఈ೘೔೙
ೌ

− (𝛼஼ − 𝛼௠௜௡
௔ )𝑓௠௜௡

௟,௔  

 𝐴ଵଵ = න 𝑓௛(𝛼)
ఈ೘ೌೣ

ೌ

ఈ಴

𝑑𝛼 − (𝛼௠௔௫
௔ − 𝛼஼)𝑓௠௜௡

ௗ,௔  

𝐴ଵଶ =
𝐴ଵ଴

𝐴ଵଵ
ൗ  

𝐴ଵ଴ (resp. 𝐴ଵଵ) provides information on 
the form of the left part of that important region of 
the spectrum because this attribute gives the area of 
the spectrum in the nearst repair defined by 
singularities [𝛼௠௜௡

௔ , 𝛼஼] (resp.[𝛼஼ , 𝛼௠௔௫
௔ ]). While 

𝐴ଵଶ gives an idea on the importance of the ratio 𝐴ଵ଴ 
and 𝐴ଵଵ. 

 Averages integrals on 𝜶 axis and their 
proportion : 
Given the following values: 

𝑓௠௔௫
௟,௔ = 𝑚𝑎𝑥{𝑓௛(𝛼)/𝛼 ∈ [𝛼௠௜௡

௔ , 𝛼஼]} 
     
and        𝑓௠௜௡

௥,௔ = 𝑚𝑖𝑛{𝑓௛(𝛼)/𝛼 ∈ [𝛼஼ , 𝛼௠௔௫
௔ ]} 

 
Then given the following ratio: 

𝐴ଵଷ =
𝐴ଵ଴

(𝛼஼ − 𝛼௠௜௡
௔ )൘     𝐴ଵସ =

𝐴ଵଵ
(𝛼௠௔௫

௔ − 𝛼஼)ൗ  

𝐴ଵହ =
𝐴ଵଷ

𝐴ଵସ
ൗ  

 
𝐴ଵଷ (respectively 𝐴ଵସ) provides 

information on the value of dimension, which is 
constant on the interval [𝛼௠௜௡

௔ , 𝛼஼[ 

(resp.[𝛼஼ , 𝛼௠௔௫
௔ ]), occupies  the  same  area  with 

𝐴ଵ଴ (resp. 𝐴ଵଵ)  of  𝑓௛(𝛼)  on  the interval 
[𝛼௠௜௡

௔ , 𝛼஼] (resp.[𝛼஼ , 𝛼௠௔௫
௔ ]). This  value  depends  

on  the  spectrum being  on  its  support  [𝛼௠௜௡ , 𝛼஼[ 
inside the repair  with the axis 

ൣ൫𝛼௠௜௡
௔ , 𝑓௠௜௡

௟,௠൯, ൫𝛼஼ , 𝑓௠௜௡
௟,௔ ൯ቁ and 

ൣ൫𝛼௠௜௡
௔ , 𝑓௠௜௡

௟,௔ ൯, ൫𝛼஼ , 𝑓௠௔௫
௟,௔ ൯ቁ. This value provides 

information on the homogenous level of the texture 
which dimension is approaching and less than 2. 
While 𝐴ଵହ provides information on the 
homogenous level of  𝐴ଵଷ and  𝐴ଵସ, in relation to 
each other. 
 

 Percentage of partial area : 
 

𝐴ଵ଺ =
𝐴ଵଷ

൫𝑓௠௔௫
௟,௔ − 𝑓௠௜௡

௟,௔ ൯
൘  

and         𝐴ଵ଻ =
𝐴ଵସ

൫𝑓௠௔௫
௥,௔ − 𝑓௠௜௡

௥,௔ ൯൘  

and         𝐴ଵ଼ =
𝐴ଵ଺

𝐴ଵ଻
ൗ  

𝐴ଵ଺ (resp. 𝐴ଵ଻) represents the percentage 
of the partial area 𝐴ଵ଴(resp. 𝐴ଵଵ) in the area of the 
smallest rectangle containing the left part (resp. 
right) of the central area of the spectrum. This 
quantity provides information on the position and 
the form of the spectrum inside the left part because 
the higher the left part if the spectrum is, the more 
important shall the attribute 𝐴ଵ଺ be. While 𝐴ଵ଼ 
provides the information on the ratio 𝐴ଵ଺ and  𝐴ଵ଻. 

 
5. APPLICATION FOR 
CHARACTERIZATION OF KIDNEY 
ULTRASOUND IMAGES 

The system that we propose is a 
contribution to the automatic diagnosis of the 
kidney from an ultrasound image. The analysis of 
texture is a technique that proved reliable in the 
field of characterization of human organs on 
ultrasound images [28-39]. Indeed, we chose to 
evaluate our proposed multifractal approach for 
texture characterization by applying it to the 
ultrasound image of the kidney in order to 
characterize its physiological parameters. Indeed, 
the choice of the image slice and the region of 
interest (ROI) to study are very important given the 
information and the quality of different views in the 
ultrasound image of the kidney. This is why we 
choose to start by carrying out virtual punctures on 
the ultrasound image kidney in order to measure the 
texture features of the different characteristic in 
ROIs of the kidney. 

 
5.1. Selecting the ROI 
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5.1.1. Image slice selection 
 The images used in this work represent 

the longitudinal section of the right kidney, 
obtained from the posterior axillary line (Figure 5). 
The choice of this section is based on three criteria. 
First, this section provides a large amount of 
information on the kidney and especially on the 
renal cortex where the nephrons (blood-filtering 
units) begin. Also it contains the renal 
medulla, which is the innermost part of the kidney, 
and is split up into many sections, known as 
the renal pyramids [53]. Finally, the frontal section 
allows achieving pseudo-reproducibility unlike the 
transverse, sagittal or oblique section. 

 
 For this characterization work of the 

kidney, we carried out 50 acquisitions from each of 
the groups, namely: healthy young people, healthy 
adults and pathological (glomerulonephritis cases). 
The acquired images are divided into two groups 
namely: a group for learning which contains 25 
images of each class and a test group containing 25 
images of each class. Note that the distribution is 
made randomly without preferences. 

Figure 6: Ultrasound image of the frontal section of the 
kidney 

5.1.2. Virtual ROI by selecting  kidney 
representative regions. 
 
The adoption of a multifractal approach 

for the characterization of the texture of an 
ultrasound image of the kidney poses the problem 
of the choice of a representative region in which the 
local singularities and the multifractal spectrum 
should be calculated. We, therefore, opted for a 
virtual puncture in which the representative region 
of interest (ROI) would be a rectangular window of 
size mxn selected over the region of interest to be 
studied. 

Indeed, selecting the ROI on the 
longitudinal section is the best choice because it 
clearly shows the two main components of the 
kidney, namely: the parenchyma which consists 
mainly of the cortex and the medulla, and the 

central zone consisting of the calyces, sinuses and 
pelvis.  

This is why we aim in our work to 
measure the informational contribution of these two 
main components by initially selecting the ROI 
only on the parenchyma (Figure 7.a) to evaluate the 
state of the kidney based on the image texture 
consisting of the cortex and the pyramids. This 
window size is about 50x120 pixels and is selected 
as much as possible in the horizontal part of the 
component consisting of the cortex and the 
medulla. 

The second ROI we selected is a window 
with a size of 50x120, centered as much as 
possible, on the central area (Figure 7.b) to evaluate 
the state of the kidney based on the image texture 
consisting of the calyces, sinus and pelvis.  

 
Finally, we selected another ROI 

considering both components at the same 
time(Figure 7.c). This « representative » region of 
the entire kidney is about 80x180 pixel window and 
includes both components as much as possible. 
(Figure 6). The size of the selected window 
depends solely on the size of the kidney. 

 
The only limitation is that the selection of 

the ROIs is done manually, and in a few cases we 
are unable to select a region of interest with the 
defined size, which is also the case for small 
kidneys. This is also the case for certain cases of 
young subjects and certain pathological kidneys 
whose size decreases in the advanced stages of the 
pathology. 

 

      
               -a-                                       -b- 

 
-c- 

Figure 7: a- The representative window of the renal 
parenchyma area (cortex and medulla). b- The 

representative window of the central area (pelvis, calyxes 
and sinus). c- The window representative of the kidney 

containing part of the two regions. 
 
5.2 Choice of analysis capacity 

  
We recall that the right framework for 

image processing via a multifractal approach is that 
of capacities. The class of capacities usually used in 
image processing is that of Choquet capacities. 
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Indeed, all the results and methods resulting from 
the multifractal analysis of the measurements 
remain valid for the multifractal analysis of the 
capacities of Choquet which can be extended to the 
multifractal analysis of the images. Multifractal 
analysis of Choquet capacities is widely described 
in [13]. 

We define on a region A, according to the 
resolution n, the most used Choquet capacities: 

𝐶௠௔௫
௡ (𝐴) = 𝑚𝑎𝑥൛𝐿൫𝑥௞,௟

௡ ൯/𝑥௞,௟
௡ ∈ 𝐴ൟ 

𝐶௦௨௠
௡ (𝐴) = ൞ቌ ෍ ቀ𝐿൫𝑥௞,௟

௡ ൯ቁ
௣

௫೙,೗
ೖ ∈஺

ቍ

ଵ
௣ൗ

ൢ 

𝐶௜௦௢
௡ (𝐴) = 𝑚𝑎𝑥 𝑐𝑎𝑟𝑑൛(𝑘, 𝑙)/𝐿൫𝑥௞,௟

௡ ൯ = 𝑡   𝑤𝑖𝑡ℎ  𝑥௞,௟
௡ ∈ 𝐴ൟ 

Where L is the gray level function. 
The properties of these capacities are: 
 𝐶௠௔௫

௡ (𝐴) depends only on the value of 
the gray levels. 

 𝐶௦௨௠
௡ (𝐴) depends on the gray levels of 

the pixels of region A and their distribution. 
 𝐶௜௦௢

௡ (𝐴) depends only on the distribution 
of gray levels. 

Indeed, each capacity reveals a different 
aspect of the image, which is why the choice of the 
capacity depends extremely on the application and 
the information that one aims to extract from the 
image. There is no general method to choose one 
that is optimal for a given problem because this 
choice takes into account several criteria: 

 Simplicity and speed of calculations. 
 Robustness to noise. 
 Relevance regarding the type of images. 

Table 2: Statistics of parameters  𝛼௠௜௡,𝛼௠௔௫  and 
𝛼஼ calculated with Choquet capacities (a)maximum, 

(b)sum, (c)iso. 
 Parenchymal region Central region 

αmin αmax αc αmin αmax αc 

Mean 0.005 0.585 0.064 0.006 0.452 0.091 
Std. Dev. 0.001 0.175 0.020 0.000 0.074 0.020 

Coef.Var.% 28.81 30.05 32.35 10.93 16.43 22.40 

-a- 
 Parenchymal region Central region 

αmin αmax αc αmin αmax αc 

Mean 1.869 2.379 1.977 1.891 2.235 1.991 

Std. Dev. 0.017 0.176 0.009 0.068 0.055 0.008 

Coef.Var.% 0.94 7.41 0.47 3.59 2.47 0.42 
-b- 

 Parenchymal region Central region 

αmin αmax αc αmin αmax αc 

Mean 1.173 1.9763 1.8244 1.3111 1.9869 1.8735 
Std. 
Dev. 

0.057 0.010 0.034 0.088 0.004 0.022 

Coef.
Var.
% 

4.88 0.52 1.89 6.71 0.22 1.19 

-c- 

The choice of capacity cannot be made 
without evaluating the stability of the results 
obtained with each capacity. This evaluation 
consists of the measurement of the stability of the 
particular values characterizing the multifractal 
spectrum by the shape and the position [1] namely: 
the minimum and maximum singularities (𝛼௠௜௡ and 
𝛼௠௔௫)  and the central singularity 𝛼஼ which 
corresponds to the average fractal dimension (see 
table 2). 

 
Indeed, we proceeded with the calculation 

of the Hausdorff spectrum on a set of images 
belonging to the class of healthy adult subjects as a 
reference. The apparent difference in echogenicity 
enables us to distinguish the two regions of interest, 
parenchyma and central region, on each image. 
Then, we calculate the Hausdorff spectrum on each 
of the two regions. In the tables (Table 2), where 
we give the results relating to the various 
measurements carried out on 15 images, we notice 
a significant variability of the parameters 𝛼௠௜௡, 
𝛼௠௔௫ and 𝛼஼, by using the max capacity, whereas it 
is low for the sum and iso capacities. This finding 
excludes the max capacity. 

 
Therefore, we choose the iso capacity 

because it is insensitive to the image dynamics 
which can change from one subject to another. 

 
5.3 Texture features extraction  

As previously described, the extraction of 
our multifractal texture feature will be performed 
on selected windows representative of the 
parenchyma, central, and boundary region between 
them and containing part of both components at the 
same time. It is recalled that the features extracted 
are quantities with which the shape and position of 
the Hausdorff multifractal spectrum have been 
quantified, as well as statistical and structural 
quantities calculated on the image of the 
singularities. 

 Texture features based on local 
information 

As described in 3, to perform a local 
multifractal description of the ultrasound images of 
the kidney, we will use texture features calculated 
from the singularity level matrix of the three 
selected regions of interest, namely: parenchyma, 
central and representative region of the “whole” 
kidney. The first part of these features, given in 3.2 
and 3.3, are respectively the statistics extracted 
from the singularity-level run-length matrix and the 
first-order statistics extracted from the Hölderian 
matrix. While the second part of the features, given 
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in 3.4, are the structural features that we extract 
from the binarized image (Figure 9) carried out 
from of the Hölderian matrix. 

 
On figure 8, we give the images 

corresponding to the singularity-level matrix of the 
three regions of interest representative of regions 
namely: the parenchyma, the central and the 
“whole” of the kidney. 

 

  
-a- 

   
-b- 

     
-c- 

Figure 8: The ROI of the considered region of the kidney 
on the left and its image of the singularity levels on the 

right. (-a-: the parenchyma, -b-: the central, -c-: the 
“whole” kidney) 

 
 

 
-a- Parenchyma ROI 

 
-b- Central ROI. 

 
-c- Whole kidney ROI 

Figure 9: Binarized images showing the two 
irregularities modes: discontinuous regions in black and 

homogeneous regions in white. 

 
 Texture features based on the 

multifractal spectrum: 
As described in 4, to perform a global 

multifractal description of the ultrasound images of 
the kidney, we will use texture features calculated 
on the Hausdorff multifractal spectrum of the three 
selected regions of interest. Indeed, as we have 
shown previously, we propose in our procedure to 
smooth the Hausdorff spectrum by a mean filter 
given in 4.1, before extracting the features. 

 

Here, in figure 10 we present the results 
relating to the different smoothing methods by 
giving in each graph (a, b and c) the spectrum of 
each of the three regions analyzed, namely: the 
parenchyma, the central and the region representing 
the “whole” kidney. 

 
-a- 

 
-b- 

 
-c- 

Figure 10: -a- The multifractal spectrum calculated on 
the three ROIs. -b- Spectrum smoothed with the median 

filter. -c- Spectrum smoothed using the mean filter. 

 
Then, the features 

(𝐷ఈ , 𝐷஼ , 𝐷௠, 𝐴ଵ, 𝐴ଶ, … , 𝐴ଵ଼), that are given in 4.2 
and 4.3, are extracted from the smoothed Hausdorff 
multifractal spectrum. 
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6. RESULTS AND DISCUSSIONS  

 In this paragraph, we aim to evaluate the 
discriminating power of our texture analysis 
approach by choosing the most discriminating 
features through an iterative bottom-up selection 
procedure[53]. Indeed, with a supervised 
classification method, two goals are targeted at the 
same time, namely: the selection of all the most 
representative features and the evaluation of the 
discriminating power of the approach which will be 
given by the correct classification rate obtained by 
the selected subset of features. Indeed, the 
classification is carried out on a test set, knowing 
that we have a learning set with which we define 
the different classes beforehand. 

 
In this sense, the classification method 

used is that of the K-Nearest Neighbors (KNN) 
which is a reliable and easy to implement method. 

Before carrying out the evaluation of the 
classification accuracy of the combined method, we 
first conduct an exclusive evaluation of the 
classification accuracy of each of the proposed 
methods, namely: singularity level run-length 
matrix, first order statistics, structural features and 
the multifractal spectrum features. 

 
Then, we considering the representative 

window of each of the three ROIs (parenchyma, 
central and “whole” kidney) on which we proceed 
as the following: 

- By analyzing the evolution of the 
classification accuracy according to the number of 
features used, we obtain the best result with a 
subset of features which allows the best 
classification accuracy. Indeed, we proceed by 
using the images of the training set and the 
processing was carried out for three values of the 
parameter K=6,7,8. 

- We also calculated the influence 
∆𝑇௖ of the parameter K (K=6,7,8) by measuring the 
mean, on all the iterative process, of the variation of 
the classification accuracy. 

- Using the images of the test set and 
performing the classification with the features that 
give the best classification accuracy rate, we obtain 
the confusion matrix which is a summary of 
prediction results on our classification problem. 
Also we can find in the confusion matrix more 
detailed information about the distribution of 
misclassified and well-classified images. 
 
 
 

6.1. The parenchyma region of interest 
 
The results obtained, by considering the 

representative window of the parenchyma, are 
noted in table 3. Indeed, analyzing the results allow 
us to make the following remarks: 

- Both methods, singularity level run-
length matrix and the structural description, clearly 
provide the best classification accuracy rates. 

- The impact of the choice of the number 
K (K=6,7,8) remain not significant with ∆𝑇௖ less 
than 7.3%. 

- The best result is obtained using the 
combined method. Indeed, the best classification 
accuracy rate reachs about 75.8%, and obtained 
with 14 features. 

- The number of the features obtained 
with the combined method shows that there is a 
correlation between the features, and in particular 
between the most discriminating features selected 
during the exclusive use of each of the four method. 

 

Table 3 : Classification accuracy results with the K-nn 
method (K=6,7,8). (NTF: The number of texture features) 

 K=6 K=7 K=8 ∆𝑇௖ NTF 
Singularity level 

Run-length 
matrix 

71.2% 70.5% 69.1% 5.3% 6 

First order 
statistics 50.4% 51.0% 49.6% 6.5% 3 

Structural 
features 68.5% 67.1% 65.7% 7.3% 4 

Multifractal 
spectrum 63.5% 65.2% 65.8% 4.1% 9 

Combined 
method 75.8% 76.1% 74.9% 5.7% 14 

 

Table 4: The confusion matrix giving the result of 
the test classification. 

E
xpected 
class 

Predicted class 
 Young Healthy Patho. 

Young 19 6 0 
Healthy 8 16 1 

Glomerul 2 2 21 
 

The results of the set test classification are 
summarized in the confusion matrix (Table 4 ). 
Indeed, the analysis of the results allows us to make 
the following remarks: 

- The test classification accuracy rate is 
about 74.6%. 

- The most important confusion is 
between healthy and young classes.  This confusion 
is certainly due to the state of the kidney which 
does not show a great difference for the two 
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classes, particularly for our chosen young subjects 
that are between 14 and 18 years old.  
6.2. The region of interest in the central region 

 
The results obtained, by considering the 

representative window of the central region, are 
noted in (Table 5). 

 
Indeed, analyzing the results allow us to 

make the following remarks: 
- The classification accuracy rates of the 

four methods are weak. Even using the combined 
method, the results remain insignificant with a best 
classification accuracy rate reaching about 59.8% 
obtained with 11 texture features.  

- Both methods, singularity level run-
length matrix and the multifractal spectrum, 
provide slightly better classification accuracy rates. 

- The impact of the choice of the number 
K(K=6,7,8) remain not significant with ∆𝑇௖ less 
than 5.5%. 

 
The results of the set test classification are 

summarized in the confusion matrix(Table 6). 
Indeed, the analysis of the results allows us to make 
the following remarks: 

- The test classification accuracy rate is 
about 54.6%. 

- The confusion is quite significant 
between the three classes. This confusion is 
certainly due to the state the central region (calyces, 
sinuses and pelvis), which may not be affected by 
the pathology that is the glomerulonephritis (stage 
1). 

 

Table 5 : Classification accuracy results with the K-nn 
method (K=6,7,8). (NTF: The number of texture features) 

 K=6 K=7 K=8 ∆𝑇௖ NTF 
Singularity 
level Run-

length matrix 
59.3% 54.2% 58.1% 2.9% 3 

First order 
statistics 37.3% 38% 34.2% 5.6% 2 

Structural 
features 42.5% 54.7% 41.6% 3.2% 3 

Multifractal 
spectrum 51.3% 53.8% 52.4% 4.5% 5 

Combined 
method 59.3% 59.8% 57.5% 5.5% 11 

 

 

 

 

Table 6: The confusion matrix giving the result 
of the test classification. 

E
xpected C

lass 

Predicted Class 

 Young Healthy Glomerul 

Young 14 8 5 

Healthy 8 11 6 

Glomerul 4 6 16 

6.3. The region of interest is the representative 
window of the “whole” kidney: 

 
The results obtained, by considering the 

representative window of the “whole” kidney, are 
noted in table 7. Indeed, analyzing the results allow 
us to make the following remarks: 

- All the methods, except the fist-order 
statistics, provide balanced classification accuracy 
rates with slight superiority for the structural 
description.  

- The best result is obtained using the 
combined method. Indeed, the best classification 
accuracy rate reachs about 84.6%, and obtained 
with 16 features. 

- The quite high impact of the choice of 
the parameter K (∆𝑇௖ reachs 12.2%) over the results 
can be explained by the inhomogeneity of the 
texture. Indeed, the window representative of the 
“whole” kidney contains both a part of the 
parenchymal region and of the central region, 
which are clearly different in terms of echogenicity, 
in particular for healthy and young subjects. 

- The number of the features obtained 
with the combined method shows that there is a 
correlation between the features, and particular 
between the most discriminating features selected 
during the exclusive use of each of the four method. 

 

Table 7 : Classification accuracy results with the K-nn 
method (K=6,7,8). (NTF: The number of texture features) 

 K=6 K=7 K=8 ∆𝑇௖ NTF 
Singularity 
level Run-

length 
matrix 

77.1% 73.2% 75.8% 9.1% 6 

First order 
statistics 64.5% 73.9% 72.4% 9.4% 4 

Structural 
features 79.5% 77.4% 78.3% 8.2% 7 

Multifractal 
spectrum 75.5% 71.8% 75.6% 12.2% 9 

Combined 
method 84.6% 78.7% 82.7% 10.7% 16 
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The results of the set test classification are 

summarized in the confusion matrix(Table 8). 
Indeed, the analysis of the results allows us to make 
the following results: 

- The test classification accuracy rate is 
about 84%. 

- The most important confusion is 
between healthy and young classes.  The interesting 
thing is that the best classification accuracy is 
obtained with the pathological class. 

- The high discriminating power of the 
features extracted from the multifractal spectrum 
justifies their power to characterize the 
inhomogeneity existing in the texture image 
representative of the “whole” kidney.  

 
 

Table 8: The Confusion Matrix Giving The Result Of The 
Test Classification. 

E
xpected class 

Predicted class 

 Young Healthy Glomeru 

Young 21 4 1 

Healthy 5 19 1 

Glomerul 0 2 23 

 
It should be highlighted that this research 

work forms a contribution to the design of a renal 
diagnostic aid system using texture analysis of 
kidney ultrasound images. Indeed, the results of this 
contribution can be improved by a more adequate 
pre-processing and an optimal choice of the region 
of interest. Moreover, the proposed new texture 
features, which we extracted from the multifractal 
description, can be used in other image processing 
applications. 

 
7. CONCLUSION  

Finally, we emphasize that it is very 
difficult to compare our results with others for three 
main reasons: 

- The challenge of realizing a renal 
diagnostic decision support systems, using texture 
characterization of the ultrasound image, has 
always been presented as a semi-automatic 
problem, and in a non-standardized manner. This is 
due to the textural inhomogeniety of the ultrasound 
image of the kidney whose anatomy can be seen as 
made up of two sub-regions, namely: the 
parenchyma and the sinus. Therefore, the fixed 
purposes and the used region of interest for 
processing are not always the same. 

- Following our in-depth review of 
research articles on this topic, we conclude that 
they are differentiated by the choice of classes, 
corresponding to the different pathologies of the 
kidney, in the supervised classification. Among the 
values assigned to the number of classes p taken 
into account, defined a priori, within the 
representation space, we find: 

o p=2 : normal or disead 
kidney[31]. Normal and cystics[29]. 

o p=3 : Medical renal disease and 
cyst[28]. Three Chronic Kidney  Diseases(CKD) 
stages 1, 2 and 3 [30].  Normal, glomerulonephritis, 
or pyelonephritis[32]. Norma, mild and moderate 
CKD, and severe CKD[56]. 

o p=4 : Normal, cyst, renal failure 
and angiomiolipoma[55]. 

o p=5 : Normal, cyst, stone, tumor, 
and failure[54]. 

 
By comparing the informational 

contribution of the parenchyma and the central 
region, we find that that of the parenchyma is even 
more interesting. While the “whole” kidney region, 
containing both part of the parenchymal and part of 
the central, gives a relatively better classification 
accuracy. It appears like that the informational 
contribution of parenchyma is the most 
predominant in that contained in the representative 
window of the “whole” kidney where the highest 
discriminating power obtained reaches about 84%, 
which shows slight complementarity of the texture 
characterization between the parenchyma and 
central regions.  

The explanation is that glomerulonephritis 
is the only renal pathology considered in our study 
that is mainly due to a failure in the glomeruli that 
localize mainly in the parenchyma. Indeed, the 
good vitality of the glomeruli in young healthy 
subjects and the less good vitality in healthy adults 
are responsible for the low confusion which exists 
between these two groups, whereas the distinction 
of the pathological group is remarkable. It is very 
important to conclude already that the size of the 
database and the type of pathology it contains are 
determining factors. 

We have not placed much importance on 
the features selection because there is a risk of 
excluding features that probably have a 
discriminating power in the classification of images 
belonging to a larger database. And conversely, 
others with little or no discriminating power in this 
classification can be so by considering other types 
of pathologies. 
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The results obtained using the proposed 
approach are interesting and promising for the 
realization of a diagnostic aid system for ultrasound 
images of the kidney. However, the perspectives of 
our work will take into account several points, 
some of which constitute the limitations of our 
contribution, namely: 

 The increase in the size of the database 
so that it contains other classes of images 
corresponding to different pathologies while 
carrying out image acquisitions in the most 
standard conditions. 

 Proposing to use texture features that 
can be more effective for the characterization of 
ultrasound images. 

 Setting the parameters that most 
influence the reproducibility of the texture features. 

 Combining the multifractal approach 
with other texture characterization approach to 
improve the results. 

 We encourage to applying this approach 
for the characterization of texture images of other 
human organs such as the liver. 

 Improving a selecting puncture using a 
segmentation for considering all the kidney images. 
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